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Abstract

The purp ose of this do cumen t is to inv estigate the design of a broadband satellite

system whic h op erates at the Ka frequency band. A c hannel mo del w as dev elop ed

which indicated that the satellite link w ould b e noise limited and slo wly time v arying.

Cyclostationary b eamforming using the Cross-SCORE (Self Coherent Prop ert y

Restoral) algorithm on a high gain multi-feed parab olic antenna array w as considered.

The slo wly time v arying c hannel en vironmen t allow ed for a long correlation time.

This application of SCORE is in contrast to existing w ork which uses linear arrays in

in terference limited en vironmen ts with short correlation times.

A no v el technique of fron t-end �ltering w as applied to the SCORE algorithms to

impro v e the conv ergence rate. This resulted in a reduction of the noise p o w er input to

the b eamformer which impro ved the p erformance. A phase bias w as also intro duced

b y the �lter which degraded the p erformance of the system under certain conditions.

A second �ltering technique which used of phase comp ensation to eliminate the phase

bias impro v ed p erformance. Robustness tests of the Cross SCORE algorithm sho w ed

that the technique w as highly sensitiv e to errors in the c haracteristic cyclic frequency

of the signal. Beamforming gains w ere sho wn to b e dep enden t on the parab olic

an tenna arra y geometry .

The design of a Ka broadband satellite system is feasible. Ho w ever, large gain

terrestrial an tennas or high transmission p o w er lev els ma y b e necessary to insure

reliable p erformance.
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Chapter 1

In tro duction

1.1 Motiv ation

There is an increasing demand for broadband services which will pro vide reliable

transmission of information. Multi-media applications including data and video re-

quire large bandwidths and low error rates for satisfactory p erformance. This demand

will exceed the present services in existence to day , and there will b e increasing prob-

lems �nding the required frequency sp ectrum to pro vide the bandwidth for broadband

services. Belo w is a summary of some of the obstacles that the design and deplo yment

of a broadband system will have to o vercome.

� An accurate mo del of the c hannel en vironmen t must b e dev elop ed which will

predict ho w the transmitted signals w ould b e degraded.

� High frequency sp ectral bands will have to b e used to pro vide the necessary

bandwidth for the system.

� In order to keep the transmitter and receiv er small, p o w er resources must b e

conserv ed.

� The system must b e robust to comp onen t failure, and errors intro duced b y the

c hannel.

� The service pro vided to the coverage area must b e uniform.
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� A dynamic access scheme needs to b e considered which will adapt to c hanges

in the user lo cation, and in the c hannel en vironmen t.

T o meet these system requiremen ts a geostationary satellite system is prop osed.

The target sp eci�cations of this system are presented in T able 1.1.

Parameter Sp eci�cation

Downlink F requency 20 GHz

Uplink F requency 30 GHz

Co verage Area Canada

BER 10

� 5

Num b er of Users 100

Bit Rate 2 Mbps

Uplink T ransmitter Po w er 1 W

Downlink T ransmitter Po w er 1 W

User Lo cation Portable

T able 1.1: Satellite System Design Sp eci�cations

In order to meet these sp eci�cations, the following techniques will b e employed:

� The Ka frequency band will b e used. The sp ectrum at this frequency is presently

unallo cated, and has the necessary size to supp ort a broadband service. Band-

width will not b e a limiting parameter.

� A m ulti-b eam geostationary satellite will pro vide the necessary coverage. This

satellite system will use a parab olic antenna to increase the SNR of the signal.

� Beamforming will b e investigated using the Sp ectral Self Coherence Prop ert y

Restoral technique (SCORE). A new technique using fron t end �ltering and ar-

ray estimation will b e applied to the SCORE algorithm to impro ve p erformance

and robustness.
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The use of the Ka frequency band has the adv antage of pro viding the necessary

sp ectrum. The dra wback is that higher frequencies su�er more from attenuation

due to free space losses and atmospheric attenuation. The present literature is only

b eginning to fo cus on c haracterizing the Ka frequency band, and there is very little

long term data a v ailable for mo deling.

The m ulti-b eam parab olic antenna con�guration seeks to comp ensate the high

atten uation resulting from using the Ka frequency band. The parab olic antenna

o�ers a large gain. Parab olic antenna construction can b e ligh t-w eigh t which will

k eep the pa yload of the system small.

The use of b eamforming is aimed at maximizing the satellites resources. A b eam-

forming algorithm will allow for agile formation of sp ot b eams which can adaptively

fo cus on a user's lo cation, and resp ond to a time v arying c hannel en vironmen t. The

abilit y to dynamically fo cus the satellite b eam could b e used to reduce p o w er and

hardw are requiremen ts, or to increase the system p erformance.

The SCORE algorithm is seen as ideal for the satellite b eamforming application.

This algorithm uses the cyclostationary prop erties of the desired signal to b eamform.

As a result, no sync hronization, training sequences, or array calibration are needed.

1.2 Thesis Con tributions

This thesis has in v estigated sev eral new areas with resp ect to satellite b eamforming.

� A c hannel mo del for the Ka frequency band is constructed. This c hannel sho ws

that the FDM access system prop osed in this thesis is noise limited. Access

sc hemes studied in present literature are usually interference limited.

� The Least Squares and Cross SCORE algorithm are applied to a parab olic an-

tenna arra y under high noise conditions (SNR < � 30 dB). Previous w ork using

SCORE had alwa ys employed linear arrays in interference limited en vironmen ts,

under low noise conditions (SNR > 0 dB).

3



� F ron t-end �ltering is employed to isolate the desired o�set carrier frequency

needed for b eamforming. F ron t-end �ltering w as sho wn to impro ve the p erfor-

mance of the SCORE algorithms in high noise en vironmen ts.

� An estimation technique of the array resp onse is presented. This algorithm

maximizes the real comp onen t of the cyclic auto correlation v alue b etw een an-

tenna elements b y intro ducing a dela y . The dela y corresp onds to a phase shift

which can b e calculated. The cyclic array estimation technique w as sho wn to

w ork for SNR lev els of ab out -12 dB on linear arrays.

� Initialization of the antenna elements to an estimate of the array resp onse w as

sho wn to ha v e no signi�cant e�ect on the convergence rate of the SCORE algo-

rithms.

1.3 Presen tation Outline

There are t w o distinct areas of researc h in this thesis. The �rst asp ect fo cuses on

the mo deling of the satellite link at the Ka frequency band. The second section deals

with the b eamforming algorithms and the test scenarios.

Chapter 2 presents the design and calculation of the parab olic antenna which will

b e used in the satellite link. Based on the design of the antenna, a uniform coverage

area of Canada is calculated. This coverage area pro vides information on the amount

of ph ysical hardw are needed.

The system link budget is calculated in Chapter 3. The signi�cant c hannel atten-

uation factors for the link are presented for the Ka frequency band.

Chapter 4 presents the theory b ehind the cyclostationary algorithms. Sev eral

di�eren t cyclostationary b eamforming techniques are briey presented.

The signal mo del for the sim ulations is describ ed in Chapter 5. This includes

the noise mo deling, mo dulation format, and sim ulation parameters. The selected

parameters for ev aluating the robustness of the SCORE algorithms are also presented.

4



A technique of com bining fron t-end �ltering with cyclostationary b eamforming is

presen ted in Chapter 6. A metho d of array resp onse estimation is outlined, and the

sim ulation conditions are de�ned. The �nal section of this c hapter deals with the

design of the transitional �lter to b e used in the sim ulations.

Chapter 7 presents the results of the b eamforming algorithm p erformance under

the test conditions c hosen. Conclusions based on these test results are presented in

Chapter 8.

App endix A, B and C present a calculation of the antenna design, coverage area

calculations and p erformance v alues. A detailed account of the c hannel mo del design

is presen ted in App endix D.

Reference co ordinate system deriv ations and translations are presented in App en-

dices E and F.
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Chapter 2

An tenna Dimension and Co v erage Area

Calculations

This c hapter outlines the calculation of the antenna dimensions and the required hard-

w are to pro vide uniform coverage of Canada. The antenna will b e designed to w ork

at the Ka band frequency and will pro vide broadband services to the coverage area.

These mo dels are used to determine w orst case conditions within the coverage area.

The an tenna gain and array patterns based on the calculated antenna dimensions are

used in all b eamforming sim ulations and in link budget calculations.

A detailed presentation of the design pro cedures, and approximations used in

generating the an tenna dimensions and b eampatterns is presented in App endix A.

Mo dels and reference systems used in calculating the satellite fo ot prin t coverage,

and feed lo cation calculations are presented in App endices B and E.

2.1 Literature Searc h

In order to get an idea of the parameters of the system which are ph ysically realizable

using curren t technology , an extensiv e search w as done on satellite pro jects which are

already designed or implemented. The result of this search pro vided guidelines in

selecting the ph ysical antenna parameters.
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2.1.1 An tenna for Military Satellite Comm unications

In the pap er b y Rao [33], a satellite antenna w as designed, and a protot yp e con-

structed which used a feed array of 121 Potter horn feed elements to cover a circular

region of 8

�

radius at 45 GHz mo dulating frequency . The design used 1

�

sp ot b eams

which w ere group ed into a hexagonal septet to form a "virtual" feed and a resulting

b eam fo otprin t. This allow ed b eamforming to tak e place b y w eigh ting these feeds.

The system ac hiev ed a b eam crosso ver lev el of 3 dB, and a sidelob e lev el of 25

dB b elo w the p eak gain. The interference n ulling capabilit y achiev ed n ulls of 32 dB

b elo w the main lob e. The satellite dimensions are sho wn b ello w in units of w a velength.

Dimension Measurement ( � )

Diameter 83.4

F o cal Length 140

O�set Heigh t 22.36

F eed Horn Size 2.1

Gain (dB) 43.1

T able 2.1: Dimensions for 45 GHz Military An tennas

2.1.2 P erformance of Con tour Shap ed Beam An tennas

There are sev eral Europ ean satellite systems which employ shap ed reectors which

result in contour b eam patterns. The design has the adv antage of b eing practically

simple to implement, and the reduced n umb er of feeds greatly reduces the mass of the

system. This design did not giv e the exibilit y of multiple access and b eamforming

which is the thrust of this thesis. Belo w are a list of existing, or designed contour

b eam systems which can b e used to compare the p erformance of the multi-b eam

system prop osed in this thesis [30 ].
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Mission # Beams Tx Band Rx Band Gain Sidelob e An tenna

(GHz) (GHz) (dB) (dB) Size ( � )

EutelSat I I I 1 11.7 14.25 34 - 80

DRS 2 19.0 28.75 23 - 76

EuroSat 7 12.1 - 35 35 120

Hispanic 2 11.2 - 34 27 75

T able 2.2: Dimensions and Performance of Europ ean Contour Shap ed An tennas
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2.1.3 The Orion Satellite An tenna Sub-System

This satellite pro ject op erates at the Ku band and uses t w o b eam forming netw orks

to service America and Europ e. The feed array is used to re-con�gure the antenna

b eam patterns. The design accounts for antenna feed coupling. The system links

with ground terminals which use a 1.2 m ro oftop antenna system. The satellite link

uses 100 W of p o w er for each feed. Belo w is a summary of the design sp eci�cations

[43].

Parameter American Beam Europ ean Beam

Diameter ( � ) 91.6 57.7

F o cal Length ( � ) 75.7 47.7

O�set ( � ) 8 47.7

Tx Band (GHz) 11.95 12.1

Rx Band (GHz) 14.25 14.25

Gain (dB) 41 41

F eed Horns 12 8

T able 2.3: Parameters for the Orion Satellite System

The p o w er requiremen ts and the size of the receiving antenna make this style of

design p o or for the p ortable low p o w er system prop osed in this thesis.

2.1.4 TOPEC/P oseidon Pro ject

This pro ject's ob jective is to accurately measure and collect data from the earth's

o ceans. Belo w is a summary of the signi�cant parameters of the satellite. [47]

The largest p o w er drain of this system comes from the tra veling w a ve tub e am-

pli�er (70 W). The signal pro cessor is the next largest p o w er user (37.4 W).

Po w er requiremen t data from this pro ject indicate that a signi�cant amount of

the satellite's resources will have to b e allo cated to running the digital b eamforming

hardw are.
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Parameter Measurement

F requency (GHz) 13.6

An tenna Diameter ( � ) 68

Peak Po w er (W) 232

Gain (dB) 43.9

T able 2.4: Parameters for the TOPEC/Poseidon Pro ject
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2.1.5 P ersonal Handheld Comm unications via Ka and L/S

band Satellites

Design guidelines for p ortable voice systems op erating in the Ka and L/S frequency

bands are presen ted in [13]. The following information is giv en for the Ka band

system.

F requency (GHz) 20

3 dB Beam width 0.3

An tenna Diameter ( � ) 333

An tenna Gain (dB) 51.8

T ransmitter Po w er (W) 7.8

T otal n umb er of cells 260

T otal Po w er (W) 9192.91

T able 2.5: Sp eci�cations for the Ka Personal Handheld Communications System

This system is designed to pro vided almost complete coverage of the United States

during clear sky conditions. During rain conditions a L band sub system (whic h su�ers

less from rain fades) tak es o ver. The dra w back of this system is the high n umb er of

feeds required, and the large p o w er demands of the system.

2.2 An tenna Design and Satellite Co v erage Area

One of the goals of this thesis is to pro vide a system which w ould service all of

Canada. Sim ulations for coverage areas w ere made using designed programs, based

on geometric relations and approximations. These calculations are only �rst order

[38], and do not incorp orate detailed ph ysical e�ects in antenna construction. Second-

order e�ects are not considered crucial to the system due to the fact that the cyclic

b eamforming algorithms do not rely on the ph ysical geometry of the system, and

pro vide adaptiv e b eamforming w eigh ts to c hanging en vironmen tal conditions.
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Calculations for the geometry of the o�set parab olic antenna, a pattern of satellite

fo otprin ts to pro vide coverage of Canada, and the corresp onding feed lo cations for

these fo otprin ts are presented in the following sections.

Preliminary calculations for the o�set parab olic antenna are made using the de-

sign form ulas presented in A.1, and the b eampattern is veri�ed using the program

dev elop ed b y [11] (section A.4). The basic antenna design will cover Canada using a

hexagonal grid of antenna feeds. While this ma y not b e the optim um con�guration

for b eamforming, it will o�er a system that can b e used for comparison with conven-

tional single b eam p er user systems, and will b e able to sho w the relative gain due to

b eamforming alone in these systems. The following subsections briey de�ne some of

the design parameters and their e�ect on the antenna design. Figure 2.1 sho ws some

of the signi�cant antenna design dimensions and b eampattern terms.

2.2.1 Ap erture T ap er and Sidelob e Lev el

The an tenna's ap erture tap er measures the relative p o w er lev el of the electric �eld at

the cen ter of the reector with the p o w er at the edge of the reector. This in turn

determines the sidelob e lev el of an antenna. The sidelob e lev el is the magnitude of

the second maxim um p oin t after the mainlob e maximum. Lo w sidelob e lev els are

desired to minimize the c hance of amplifying signals which are not in the target area.

The sidelob e lev el directly inuences the ap erture tap er, which in turn controls

the size of the reector. Levels ranging from 20 dB to 30 dB b elo w the p eak lob e gain

are used in existing systems. A sp eci�cation of 27 dB w as c hosen for this pro ject.

The 27 dB lev el giv es the optim um edge tap er p erformance for ap erture e�ciency

as presen ted in [26 ]

2.2.2 Beam width

The b eam width of the antenna greatly a�ects the antenna gain, and the size of the

reector. The smallest practical b eam that can b e fo cussed accurately from a geo-

stationary satellite is 0 : 2

�

. The b eam width is a parameter that is dep enden t on the
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frequency of the transmitted signal. F or this reason all calculations are done in terms

of w a v elengths, and then scaled to standard SI units dep ending on the frequency of

the application.

Since the largest p ossible gain is desired for this application, the 0 : 2

�

limit w as

c hosen as the design parameter.

2.2.3 Gain Loss

The gain loss parameter refers to the reduction in the main lob e gain as the antenna

feed is mo v ed o� of the fo cus of the x-z plane of the feed co ordinate system (App endix

F). The c hosen gain loss greatly a�ects the fo cal length of the antenna and indirectly

a�ects the necessary size of the feed. A small gain loss results in a long fo cal length

and a larger, more directive feed.

The gain loss selected for this application is 0.1 dB. This lev el w as found to giv e

a low loss while resulting in ph ysical dimensions comparable to dimensions found in

the literature.

2.2.4 O�set Heigh t

The o�set heigh t is de�ned as the n umb er of w a velengths that the b ottom edge of

the reector is p ositioned ab o ve the y-z plane. This heigh t is usually determined b y

the size and orien tation of the feed plane.

An o�set heigh t of 2 � w as found to pro vide enough clearance for the feed plane.

2.2.5 Maxim um Scan Angle

The maxim um scan angle is determined b y the required coverage area of the system.

It is the largest angle in the x-z plane within the coverage area. The maximum scan

angle a�ects the fo cal length of the satellite.

The maxim um scan angle for Canada w as calculated. The antenna w as directed

tow ard a target lo cation of 94 : 7

�

Longitude and 51 : 4

�

Latitude. These dimensions
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required a scan angle of 0 : 77

�

to pro vide coverage of Canada.

2.3 Calculated Dimension for the Reector An-

tenna

Once the design parameters w ere selected, the antenna dimension calculations w ere

made. It w as found that for these parameters, an antenna with dimensions compara-

ble to those found in literature w as p ossible. Belo w is a commen t on the signi�cance

of some of the calculated v alues.

2.3.1 Reector Diameter

Presen t satellite systems have reector parab olas approximately 3 m in diameter.

It w as found that using the ab o ve design parameters that the downlink antenna

(20GHz op erating frequency) w ould have the dimension of 2.5 m and the uplink (30

GHz op erating frequency) w ould have the dimension of 1.67 m.

2.3.2 F o cal Length

The fo cal lengths o ver 2.0 m are di�cult to deplo y . The design form ulas indicated

that the fo cal length for the Uplink and Downlink antennas w ere 1.809 m and 1.206

m resp ectively . The shorter fo cal length also required a less directive, and smaller

feed.

2.3.3 Gain

The an tenna gain w as calculated using the antenna program dev elop ed in [11]. The

maxim um ac hiev ed gain calculated w as for the on fo cus feed, (feed p osition (0,0)),

w as found to b e 53.4 dB. The low est gain for the coverage area w as found to b e 48.1

dB at a fo cal plane lo cation of x = 1 : 165 � and y = � 8 : 869 � .
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The p oin ting error asso ciated with the 0 : 2

�

b eam width is not exp ected to b e

signi�cant for the b eam forming application due to the fact that the calculated b eam

will adjust to optimize the desired signal based on the direction of arriv al.

The ab o v e calculated gain is comparable to the reector antennas of existing

systems.

It w as noticed during b eamforming sim ulations that only t w o or three feed ele-

men ts made signi�cant contributions to the com bined signal dep ending on the lo cation

of the target on the earth. Sim ulations w ere run using larger b eam widths with low er

gains to determine if such a system w ould have a b etter p erformance. The motiv ation

w as that the larger b eam widths w ould allow more elements to contribute to the sum

after b eamforming. The conclusion to this design w as that the loss of gain could

not b e comp ensated b y the broader b eam widths of the adjacent elements. F urther

in v estigation is needed in the area of optimizing the lo cation of the antenna feeds for

the purp ose of co v erage and b eamforming.

2.3.4 Reector Angle

This is the angle that the center of the reector makes with the fo cus and the z-y

plane of the satellite co ordinate system. The feed plane is oriented p erp endicular to

this angle.

The reector angle w as calculated to b e 39

�

. This exceeds the recommended

design for the form ulas which is 0

�

< �

r ef

< 30

�

. In order to decrease this angle it

w ould ha v e b een required to increase the fo cal length b eyond practical dimensions.

The plotted b eam patterns displa yed no degradation in p erformance with resp ect

to the sidelob e lev els or the gain due to the reector angle.

2.3.5 F eed Directivit y V alue (Q)

The feed Q v alue controls the directivity of the antenna feed, and is resp onsible for

the edge tap er. A more directive feed is required for long fo cal lengths or for low gain
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losses. The required Q v alue for this con�guration w as found to b e 6.62. Details of

this calculation are presented in Section A.3.

2.3.6 Elemen t Size and Spacing

The pap er [33] o�ered a metho d for calculating the element size for a sp eci�c Q v alue

based on the Potter Horn feed con�guration.

The element size for the ab o ve designed antenna w as calculated to b e 0.903 � .

This size w as found to b e small enough to �t on the feed plane and pro vide coverage

of Canada. Di�eren t feed plane technologies, such as planar feeds, ma y also b e able

to pro duce smaller feeds while still pro viding the necessary p erformance criteria.

A design w as constructed which group ed feeds closer together than one w a ve-

length. The com bined feed patterns for this system w ere found to b e w orse than

those for the larger element spacing design. This b ehavior w as explained in the pap er

b y Lam et al. [24]

2.3.7 An tenna Design Summary

An o�set parab olic antenna w as designed which giv es a minim um gain of 48.1 dB for

the furthest o� fo cus antenna feed while giving a side lob e lev el of 27 dB b elo w the

p eak lob e. This gain w as achiev ed for b eam width of 0 : 2

�

.

Reector size and fo cal length for b oth Uplink and Downlink designs w ere within

the dimensions of existing satellite systems. The feed size which resulted from the

calculations w as small enough to �t on the feed plane while pro viding enough coverage

to service an y lo cation in Canada.

This design will b e used for all systems to b e studied in this thesis.
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Parameter Sp eci�cation

Side Lob e (SL) (dB) 27

�

3 dB

(deg) 0.2

Gain Loss (dB) 0.1

Heigh t ( � ) 2

Max Scan �

3

(deg) .77

T able 2.6: F orm ula Sp eci�cations for the O�set Parab olic An tenna Design
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Parameter Calculation

Reector Diameter ( � ) 166.8

Uplink Reector Diameter (m) 1.668

Downlink Reector Diameter (m) 2.502

Length to F o cus ( � ) 120.6

Uplink Length to F o cus (m) 1.206

Downlink Length to F o cus (m) 1.809

Gain Max F eed (dB) 53.4

Gain Min F eed (dB) 48.1

Reector Angle (deg) 39

F eed Q v alue 6.62

Elemen t Size ( � ) 0.903

T able 2.7: Calculations for the O�set Parab olic An tenna Design

2.4 F eed Lo cation Calculation

F eed lo cations w ere calculated to pro vide uniform coverage of Canada using a 0 : 2

�

b eam width for a 3 dB b eam contour. The b eam distortion due to the curv ature of

the earth w as not considered signi�cant to the free space loss of the system.

Sev en t y feeds are required to pro vide the necessary coverage. The b eams are

spaced laterally b y approximately 1 � . This is su�cien t distance required for the

feed size calculated in the antenna design section. The b eam spacing dep ends on

the reector tilt angle and the calculated fo cal length. The target center for the

satellite w as c hosen to b e 51 : 4

�

Latitude, and 94 : 3

�

Longitude. This corresp onds to

the geographic cen ter of Canada. Plots of the b eam coverage area and the distribution

of feeds on the feed plane ma y b e referenced in Figures 2.2, and 2.3.

F or the broadband satcom application, the goal of systems with b eamforming is

to incorp orate a less dense collection of feeds and to dynamically control the array
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so as to giv e comparable or b etter coverage using less hardw are as compared to the

single feed p er sector design.
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Figure 2.2: Satellite F o otprin t Co verage of Canada, Dimensions in �

2.5 Beam Distortion due to F requency Distribu-

tion

Eac h an tenna m ust supp ort a signal frequency bandwidth of +/- 1 GHz of the de-

signed cen ter frequency . Since the relative spacing of the antenna geometry deter-

mines the p erformance of the satellite, this c hange in frequency will result in some

b eam distortion.

By calculating the relative c hange in the antenna dimensions due to the c hange in

frequency , plots w ere pro duced sho wing the resulting new b eam width. The deviations

around 20 GHz w ere relatively more signi�cant than around 30 GHz, and only these

frequency extremes are presented.

The 19 GHz signal resulted in a relative decrease in the antenna dimensions which
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Figure 2.3: F eed Plane Elemen t Lo cation for Co verage of Canada
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resulted in a broader b eam width and a low er gain. In this case the b eam width in-

creased to 0 : 22

�

. Sim ulation plots sho w ed that this deviation w as not signi�cant.

Con v ersely , the 21 GHz signal resulted in a relative increase in the antenna dimen-

sions which resulted in a narrow er b eam width and a higher gain. The b eam width

decreased to 0 : 191

�

Again, sim ulations sho w ed that the c hange did not signi�cantly

a�ect co v erage area or preformance. Plots of the distortion due to frequency of the

b eam fo ot prin ts ma y b e referenced in Figures 2.4 and 2.5.

The 29 and 31 Ghz signals resulted in a new 3 dB b eam width of 0 : 206

�

and 0 : 194

�

resp ectively . The b eam distortion for the coverage area w as less than that for the 20

GHz carrier, and w as therefore not considered signi�cant.

F requency (GHz) Beam width (deg)

19 0.211

20 0.200

21 0.191

29 0.206

30 0.200

31 0.194

T able 2.8: Beam width Distortion due to F requency

2.6 Degradation in P erformance for O� F o cus Beams

When a feed is displaced from the geometric fo cus, the resulting electromagnetic �eld

no longer arriv es at the feed with a coherent phase. This pro duces a decrease in the

e�ective gain of the antenna.

Six an tenna feed lo cations w ere c hosen from the feed plane. Fiv e of the feed

lo cations (1-5) corresp onded to b eam fo otprin ts on the edge of the coverage area. The

6th lo cation corresp onded to the fo cal p oin t of the feed. The program b y Duggan

[11] w as used to calculate the b eam patterns.
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Figure 2.4: F o ot Print Distortion at 21 MHz
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Figure 2.5: F o ot Print Distortion at 19 MHz
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It w as found that the on-fo cus feed had the largest gain (53.4 dB), while the w orst

gain w as from feed n umb er 1 (48.1 dB). This feed lo cation w as used in the link budget

calculation as a w orst-case scenario.

The co v erage area of these feeds and their lo cation on the feed plane ma y b e

referenced in Section 2.6. The corresp onding antenna gain patterns for the w orst feed

ma y b e referenced in Section 2.7. The optimal on-fo cus feed ma y b e referenced in

Section 2.8. Remaining plots of the other feed lo cations are presented in App endix C

Beam Longitude Latitude x

plane

y

plane

Tilt Max Max

Num b er (degrees) (degrees) � � (degrees) � dB

1 53 47.5 1.165 -8.869 -0.53 3.696 48.1

2 137 60 -0.976 6.481 0.42 -2.800 49.9

3 126 47.5 0.989 6.985 -0.45 -2.857 49.75

4 80 44 1.557 -3.745 -0.67 1.524 52.1

5 73 60 -1.227 -3.642 0.49 1.451 52.25

6 94.8 51.4 0 0 0.00 0.00 53.4

T able 2.9: Gain and Lo cation Data for Sample Co verage Areas
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Figure 2.7: Beam Pattern of F eed 1
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Figure 2.8: Beam Pattern of F eed 6
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Chapter 3

Link Budget Calculation for the

Ka-Band Geostationary Satellite

Based on the co v erage area and the antenna design calculated in Chapter 2, a link

budget w as determined for the prop osed broadband satellite system op erating at the

Ka frequency . This c hapter details some of the �rst-order e�ects contributing to the

link budget.

3.1 Ka-Band Link Budget Con tributions

The link budget is the calculation of the signal energy in the c hannel. This budget

determines the n umb er of users that can b e supp orted b y the system, and the qualit y

of service that can b e pro vided.

Figure 3.1 sho ws the factors in the Link calculations. Only the most signi�cant

of these factors w ere incorp orated in a �rst order Link Budget calculation. The Link

Budget can b e calculated using the following form ula:

C

N

t

= P

t

+ G

S at

+ G

E a

� L � 10 log ( N

t

) (3.1)
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C = N ) Carrier to noise p o w er ratio (dBm)

P

t

) Po w er transmitted (mW)

G

S at

) Satellite An tenna Gain (dB)

G

E a

) Earth An tenna Gain (dB)

L ) T otal Loss (dB)

N

t

) Thermal Noise (dB)

The remainder of this section pro vides a summary of the calculation of the pa-

rameters, and a comparison with v alues from literature.

3.1.1 Ph ysical Link P arameter Summary

T o b egin the calculation of the link budget sev eral parameters must b e determined

including frequency , link direction, satellite p osition, and target lo cation.

The system is to b e op erated in the Ka frequency range (20-30 GHz). This band is

presen tly unallo cated, and can pro vide the necessary bandwidth. The frequencies near

22 GHz w ere a v oided for this system b ecause these v alues w ere close to the resonan t

frequency of w ater (Section D.6). This resonance w ould cause a large amount of signal

atten uation.

Sp ecifying up/do wn link directions in the calculation are needed to determine

the w orst path. In general, atmospheric attenuation increases with the increase of

frequency . F urthermore the thermal noise in each link is also di�eren t due to the

Do wnlink Degradation factor (section D.9). As a result, one link direction will b e

more atten uated than the other. A tten uation ma y b e comp ensated from the earth

station using an increase of transmit p o w er or b y more complex receiv er or antenna

design. A satellite system w ould t ypically not have these resources due to payload

and p o w er limitations. Based on this reasoning, the downlink w as giv en the low er

frequency band (20 GHz).

The geometry of the link is determined b y the satellite and the earth latitude and

longitude co ordinates. T ypically , coverage will not b e guaran teed for target lo cations

greater than 70

�

latitude. Poin ts at this latitude have an elev ation angle b elo w 10

�

.
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A tten uation increases greatly at these latitudes (Section D.6.3).

3.1.2 Earth/Satellite EIRP

The Equiv alen t Isotropic Radiated Po w er (EIRP) for the earth and the satellite are

calculated using the following form ulas:

E I RP = G

t

+ P

t

(3.2)

where G

t

is the transmitter antenna gain, and P

t

is the transmitter p o w er.

The t ypical an tenna gain v alues found in literature for existing Ka and Ku band

satellites ranges from 25 - 45 dB. This gain is giv en b y:

G

t

=

4 � ( A

A

�

s

�

o

�

i

)

�

2

(3.3)

A

A

) An tenna ap erture ( m

2

)

G

t

) T ransmitter antenna gain (dB)

P

t

) T ransmitter p o w er (dBW)

�

s

) Spill-over e�ciency

�

o

) Manufacturing e�ciency

�

i

) Illumination e�ciency

� ) W a velength (m)

In addition, the antenna e�ciency is decreased b y non-ideal prop erties such as

surface blemishes, how ever the limiting factor in e�ciency for a multi-b eam antenna

is due to the Stein Limit which is 50 % [10 ] (Section A.5.1).

The maxim um gain that could b e achiev ed while giving reasonable reector di-

mensions and co v erage fo otprin ts w as 53.4 dB for on fo cus feed. Gains ab o ve this

resulted in v ery large antennas, with very small b eam fo otprin ts which w ould require

man y feeds to co v er the desired geographic area.
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3.1.3 F ree Space Loss

The free space loss is the loss due to the distance that the transmitted signal must

tra v el through free space. This is found using the following form ula:

L

f s

= (

�

4 � r

)

2

(3.4)

Where r is the radius from the source. The radius is determined b y the satellite

and target co ordinates. This loss w as found to b e the largest single contributor to

signal atten uation. The large distances required for Geostationary orbit which result

in high free space losses are one of the ma jor dra wbacks of this system.

3.1.4 Gaseous Losses

The calculations of the gaseous losses are done based on the CCIR mo del presented

in [3] (Section D.6). These losses are not signi�cant at low er frequencies, but in the

Ka band they should b e considered. The ma jor gases which contribute to attenu-

ation are o xygen and w ater. The CCIR mo del [3] is used to calculate the gaseous

atten uation of the system. W ater has a resonance frequency at approximately 22

GHz which mak es this frequency undesirable. W ater attenuation dep ends largely on

the atmospheric conditions sp eci�ed b y temp erature, atmospheric w ater v ap or, and

precipitation conditions. A v alue of 7 g/ m

3

w as used as quoted from [3] for the w a-

ter v ap or. Correction constan ts w ere used in the attenuation form ulas to correct for

temp erature ranges. Tw o di�eren t constan ts w ere used in determining the equiv alen t

atmospheric heigh t of w ater v ap or for rain y and clear sky conditions. The resonan t

frequency of Oxygen is at approximately 60 GHz. This frequency is w ell outside of

the bandwidth b eing investigated. A detailed calculation of Oxygen attenuation is

presen ted in App endix D
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3.1.5 Rain A tten uation

The rain atten uation mo del used w as the CCIR mo del (Section D.8). The v alues gen-

erated using this metho d have b een sho wn to have a go o d correlation with measured

v alues [3] while requiring a minimal amount of statistical data. The CCIR divides

the w orld in to di�eren t regions based on rain fall statistics. Canada falls mainly in

regions E and C. Region E w as c hosen for determining the rainfall mo del as a p es-

simistic parameter. This rainfall area has a precipitation rate exceeding 22 mm/h for

0.01 % of the y ear [3].

3.1.6 T emp erature

Sev eral di�eren t temp eratures are signi�cant in the calculation of the system temp er-

ature. These include the receiv er temp erature, the cosmic temp erature, the ground

temp erature and the medium temp erature. The direction of the link is also imp or-

tan t. In the do wnlink, the earth station sees co ol sky . As the signal passes through

the atmosphere, some of the energy of the signal is absorb ed and retransmitted as

thermal noise. This e�ect is quan ti�ed in the downlink degradation factor (section

D.9) which has b een sho wn to increase the attenuation b y as muc h as 2 dB.

3.1.7 Bandwidth Calculation

The bandwidth section of the link calculation pro vides information which is sp eci�c to

the t yp e of system prop osed. This includes the uplink and downlink band frequency ,

the information bandwidth, the size of the guard bands and the t yp e of pulse used.

This information giv es a bit energy o ver signal and noise ratio. Dep ending on the

mo dulation sc heme used, this w ould corresp ond to a particular bit error rate as w ell

as the n umb er of c hannels a v ailable.

32



3.2 FDMA System

This system has the basic con�guration that will b e used as a baseline for comparison

with other b eamforming systems. The FDMA scenario has no b eamforming. The

do wn link is considered the most critical direction due to the limitations of satellite

p o w er, mass and receiv er complexit y . The system is noise limited. This is a result of

the large amount of attenuation on b oth desired and interference signals, and from

the frequency separation of signals which allows for fron t- end �ltering. In terferers

from other systems at the Ka band are not anticipated in the signal en vironmen t.

The statistical mo dels on which the link budget has b een based sho w that the

c hannel is slo wly time v arying. Exp erimen tal results from [27 ] supp ort the slo wly

time v arying mo del.

Eac h user is assigned a unique frequency for the uplink and the downlink. The

link budget for this system sho ws the ma jor losses in the link and the amount of

additional gain that w ould b e required due to c hannel co ding and b eamforming to

mak e the system feasible. The system is compared with the link analysis p erformed

b y Karimi for a low bit rate (9600 bps) voice system op erating at L-band [21].

A more detailed explanation of the link budget calculations is presented in the

follo wing sections.

3.3 Link Budget Calculation

The link budget is a calculation which sho ws the exp ected carrier to noise ratio of

the system under the sp eci�ed conditions. This ratio is directly related to the E

b

= N

o

[3]. F rom this calculation a prediction of the bit error rate and the reliability of of

service can b e determined.

The follo wing sections outline the v alues c hosen for the input parameters and the

calculations which result.
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3.3.1 Hardw are Sp eci�cations

Hardw are losses for b oth the uplink and the downlink w ere estimated at 2.0 dB for

the each receiv er and 0.2 dB for each feed. These w ere the v alues presented in [3].

The satellite gain w as calculated using the designed parab olic antenna presented in

the previous section. The p o w er for each downlink signal w as limited to 1 W att due

to p o w er constrain ts on the satellite.

The earth an tenna gain w as set at 0 dB and the earth transmitter w as giv en a

p o w er of 1 W att. In this w a y the design of the satellite system alone can b e ev aluated

and the necessary gain needed from the earth station to make the system feasible can

b e determined.

3.3.2 F requency P arameters

F requencies in the Ka frequency band w ere c hosen b ecause this band has not yet b een

allo cated. There is a large amount of a v ailable bandwidth which could supp ort high

data rate services.

F requency has a direct e�ect on the p o w er of the receiv ed signal due to rain

atten uation and free space loss. F ree space loss increases at a rate of inverse distance

squared. The frequency scaling metho d presented b y [25] (section D.10) w as used for

frequencies +/- 1 GHz for the up and downlink frequencies of 30 and 20 GHz.

3.3.3 T arget Latitude and Longitude

The target latitude and longitude w ere selected based on the coverage area of the

feed with the w orse gain as calculated in the antenna design section (F eed # 1).

The geographical co ordinates of feed # 1 corresp ond to 47 : 5

�

Latitude and 53 : 0

�

Longitude. The satellite Latitude p osition must b e situated on the equator 0

�

in

order to main tain a geostationary p osition. The Longitude p osition of the satellite

w as c hosen to b e 94 : 7

�

which is the geographic center of the coverage area.
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3.3.4 Heigh t ab o v e Sea Lev el

A target's heigh t ab o ve sea lev el a�ects the attenuation due to the free space loss,

as w ell as the e�ect of rain on the slan t path of the signal. A heigh t of 0.2 km w as

selected for the elev ation of the target.

3.3.5 Outage P ercen tage

The outage p ercen tage is a statistical calculation which is used to predict the p er-

cen tage of time that atmospheric attenuation exceeds a certain threshold (Section

D.8). This calculation is based on the CCIR attenuation mo del as presented in [3].

The mo del is dep enden t on the geographic parameters as w ell as the frequency of the

signal.

An outage p ercen t probabilit y of 0.01 % w as used for this system. The 0.01%

lev el is the v alue derived from measured systems. Other p ercen t outage lev els must

b e calculated indirectly using a scaling metho d.

The 0.01 % lev el giv es a statistical prediction that the attenuation due to rain will

exceed the calculated threshold only 0.01 % of the year.

3.3.6 An tenna Gain Reduction

F or an an tenna design having a b eam width of 0 : 2

�

and servicing a lo cation having

an elev ation angle of 20

�

the antenna gain reduction w as found to b e 0.5 dB [3].

3.3.7 System In terference

In the FDMA system, no interference from other users w as mo deled. This is due to

the fact that all users o ccupy a unique frequency and from the fact that c hannels

are spaced with 1 Mhz guard bands at the upp er and low er edges of each c hannel.

Broadband fron t-end �ltering w ould pro vide additional attenuation to interfering sig-

nals. The narrow b eam width of the antenna and low side lob e lev els tend make user

signals in other geographic areas very w eak relative to the desired signal. F or this
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reason, the FDMA system is seen to b e noise-limited. F urther justi�cation for this

assumption is presented through sim ulations in Chapter 7.

3.3.8 T emp erature P arameters

Summer temp eratures w ere estimated for the system to giv e a w orst-case scenario.

T emp eratures w ere selected based on those found in literature and through p ersonal

communication with system designers. The selected parameters are presented in c hart

form in the link analysis summary .

The temp erature v alues c hosen signi�cantly a�ect the amount of attenuation

which results from the downlink degradation factor (Section D.9).

8 MHz 1 MHz1 MHz

10 MHz

19 GHz 20 GHz 21 GHz 29 GHz 30 GHz

Figure 3.2: Allo cation of Channels at the Ka Band

3.3.9 Channel Guard Bands

In order to decrease the interference from other users, guard bands of 1 MHz are

placed b et w een each c hannel. A schematic of the frequency allo cation is giv en in

�gure 3.2.
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3.3.10 Pulse Design

A binary phase shift keying pulse w as used to transmit data. This scheme simpli�es

the reco v ery of the message signal at the receiv er.

T o minimize in tersymb ol interference a 100 % raised cosine pulse w as selected.

This e�ectively doubles the bandwidth of the system. The increase in bandwidth is

not seen as a problem due to the large amount of unallo cated bandwidth in the Ka

band.

3.3.11 Base Band Channel

The basic information rate w as selected for 2 Mbps. The 2 Mbps rate will allow for

high data rate transfer as w ell as image transmission.

3.3.12 Ionospheric E�ects

The ma jor parameter controlling the e�ect of the the ionosphere are the T otal Electron

Count (TEC=# =m

3

) and the frequency . The TEC v alue of 10

17

w as used [3]. The

ionospheric e�ects are not seen as signi�cant with resp ect to signal distortion. The

reason for the small inuence of the ionosphere on the signal is due to the inverse

frequency dep endence on the degradation parameters. A detailed description of the

ionospheric e�ects are presented in App endix D. The ionospheric e�ects w ere not

considered further.

3.3.13 E

b

= N

o

Requiremen ts

The E

b

= N

o

lev el w as selected to giv e a Bit error rate (BER) of 10

� 5

for binary phase

shift k eying pulses. This lev el corresp onds to an E

b

= N

o

of 10 [40]. Additional gain

from b eamforming and co ding w ould b e exp ected to increase this lev el to giv e data

qualit y p erformance of 10

� 6

or b etter.
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Satellite Rx Loss (dB) 2

Satellite F eed Loss (dB) 0.2

Satellite Gain (dB) 48

Satellite Po w er (dBW) 0

Earth Rx Loss (dB) 2

Earth F eed Loss (dB) 0.2

Earth Gain (dB) 0

Earth Po w er (dBW) 0

T arget Latitude (deg) 47.5

T arget Longitude (deg) 53.0

Satellite Longitude (deg) 94.8

Earth F eed T emp (

�

K 300

Sat F eed T emp (

�

K ) 200

Earth T emp (

�

K ) 300

Sat T emp (

�

K ) 200

Sky T emp (

�

K ) 2

Medium T emp (

�

K ) 290

Ground T emp (

�

K ) 300

Guard Band (MHz) 1

Base Band (MHz) 2

Raised Cosine % 100

TEC (#/ m

2

) 10

17

Heigh t ab o ve Sea (km) 0.2

Outage (%) 0.01

Ap erture Degradation (dB) 0.5

In terference Noise (dB) 0.0

H

2

O V ap or ( � ), (g/ m

3

) 7.0

T able 3.1: Link Budget Parameters: FDMA System
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Calculation 19 GHz 20 GHz 21GHz 29 GHz 30 GHz 31 GHz

Satellite EIRP (dBW) 45.8 45.8 45.8 45.8 45.8 45.8

Earth EIRP (dBW) -2.2 -2.2 -2.2 -2.2 -2.2 -2.2

Elev ation Angle (deg) 22.59 22.59 22.59 22.59 22.59 22.59

F ree Space Loss (dB) 210.69 211.14 211.56 214.37 214.66 214.95

O

2

A tten uation (dB) 0.15 0.15 0.16 0.26 0.27 0.29

H

2

O A tten uation (dB) 0.42 0.66 1.04 0.44 0.42 0.40

Gaseous Loss (dB) 0.57 0.81 1.21 0.70 0.69 0.70

Rain A tten uation (dB) 11.33 12.98 14.76 23.21 25.39 27.69

System T emp (

�

K ) 572.70 578.96 583.49 485.99 485.97 485.96

D WN Degradation (dB) 2.15 2.03 1.84 0.00 0.00 0.00

Noise Po w er (dB) -201.02 -200.97 -200.94 -201.73 -201.73 -201.73

Noise Bandwidth (MHz) 8 8 8 8 8 8

T otal Loss (dB) 228.24 230.47 232.87 241.71 244.17 246.76

T otal Gain (dB) 43.6 43.6 43.6 43.6 43.6 43.6

Carrier / Noise, E

b

= N

o

(dB) -49.64 -51.91 -54.35 -62.39 -64.86 -67.45

Channel Bandwidth (MHz) 10 10 10 10 10 10

Num b er of Channels 200 200 200 200 200 200

Bandwidth Av ailable (GHz) 2 2 2 2 2 2

Required Eb/No (dB) 10 10 10 10 10 10

E

b

= N

o

Margin (dB) -59.64 -61.91 -64.35 -72.39 -74.86 -77.45

Max Disp ersion (deg) 0.027 0.027 0.027 0.027 0.027 0.027

Max Disp ersion (psec) 0.008 0.008 0.008 0.008 0.008 0.008

Phase Dela y (deg) 24.24 24.24 24.24 24.24 24.24 24.24

Group Dela y (psec) 6.734 6.734 6.734 6.734 6.734 6.734

T able 3.2: Link Budget Calculations: FDMA System
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3.4 Comparison with L Band V oice System

There is signi�cantly more loss resulting in the broadband scenario prop osed as com-

pared to v oice band systems which op erate at low er frequencies. In order to illustrate

the source of these di�erences, a comparison w as made with the 9.6 kbps voice band

system prop osed b y [21].

Parameter 1.6 GHz 30 GHz Di�erence

Bit Rate 9.6 kbps 2 Mbps

F ree Space Loss (dB) 188.38 214.66 26.28

Noise Po w er (dB) -158.34 -141.73 22.61

W eather A tten uation (dB) 0.1 26.08 25.98

T otal Ma jor A tten uation F actors (dB) 30.14 105.01 74.87

T able 3.3: Up Link Performance Comparison:Ka System with L Band System

Parameter 2.0 GHz 20 GHz Di�erence

Bit Rate 9.6 kbps 2 Mps

F ree Space Loss (dB) 190.11 211.14 21.03

Noise Po w er (dB) -157.11 -140.96 22.15

W eather A tten uation (dB) 0.1 13.79 13.69

T otal Ma jor A tten uation F actors (dB) 33.1 89.97 56.87

T able 3.4: Do wn Link Performance Comparison:Ka System with L Band System

As this analysis sho ws that the ma jor factors contributing to the system attenua-

tion as compared to the low er frequency and data rate system are the free space loss,

the noise p o w er (whic h is a function of the data rate and noise p o w er bandwidth) and

the atten uation due to w eather.

The v alues a�ecting the magnitude of this attenuation are the result of the desired

frequency band the of the service required. Practical receiving antennas are limited
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to a gain of appro ximately 50 dB due to size constrain ts, construction and p oin ting

errors. It is an ticipated that b eamforming will allow for an increase in the signal to

noise ratio which w ould make this system less costly .
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Chapter 4

Cyclostationary Beamforming and

On-Board Pro cessing

The underlying principles b ehind the cyclostationary b eamforming techniques, and a

summary of existing cyclostationary algorithms will b e presented.

A brief summary of the adv antages of b eamforming and on b oard pro cessing will

b e discussed, and the adv antages of cyclostationary algorithms o ver other b eamform-

ing techniques will b e summarized.

4.1 Motiv ation for Digital Beamforming and On-

Board Pro cessing

On-Board Pro cessing deals with the general topic of impro ving the receiv ed signal of

the system in question b efore it is retransmitted to the desired user. Three forms of

on-b oard pro cessing tak e the form of regenerative rep eaters, adaptive p o w er control,

and an tenna b eamforming.

This thesis will investigate the area of digital b eamforming metho d of on-b oard

pro cessing as applied to the geostationary satellite mobile communications en viron-

men t at the Ka frequency band. Digital Beamforming can o�er the following adv an-

tages in a communications en vironmen t:
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� Adaptiv e b eams ma y b e dedicated to individual users using antenna arrays.

� Po w er can b e e�ciently fo cused on a target area to impro ve the satellite system's

e�ciency .

� The b eamforming array can adapt to v ariations in the user tra�c lev els

� The increased e�ciency of p o w er usage could translate into reduced hardw are

requiremen ts and payload exp ense.

� F requency reuse ma y b e increased as a result of narrow er adaptive b eams which

reduce in terference from adjacent c hannels.

� Beamforming ma y o�er robustness to the system in the even t of comp onen t

failure.

There are three general metho ds of b eamforming b eing activ ely investigated in the

presen t literature. The following sections briey intro duce the basic principles of these

metho ds, and relate their application to the satellite system under investigation. F or

a more complete account of b eamforming, tutorial pap ers b y V an V een and Buc kley

[41] and the text b y Monzingo and Miller [28] ma y b e referenced.

4.1.1 Reference-Based Beamforming

In reference based b eamforming, a kno w signal which is highly correlated with the

desired data and uncorrelated with interference signals is transmitted. This reference

signal often tak es the form of a kno wn transmitted training sequence. Beamforming

w eigh ts are calculated based on the reference signal using a v ariety of algorithms, the

most common of which are Least Mean Square, and Direct Matrix In version. The ma-

jor dra wback of the reference-based b eamforming metho d is the p o w er and bandwidth

resources that are tak en up b y the reference signal. In the satellite en vironmen t, this

p o w er cost is highly undesirable.
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4.1.2 Lo cation-Based Beamforming

Lo cation-based b eamforming relies on kno wledge of the direction of arriv al of the

desired signal and the interference signals. Using this information, optim um b eam

w eigh ts ma y b e calculated to suppress the interference, and b o ost the desired signal.

This technique relies on algorithms which reliably estimate the direction of b oth

the desired and in terference signals. This is often done on the basis of eigen-vector

analysis, such as the Multiple Signal Classi�cation algorithm (MUSIC) [36] Most

of these direction estimation algorithms require accurate kno wledge of the t yp e of

in terference, and the geometry of the array manifold.

In the p ortable satellite communications en vironmen t, w eather patterns are con-

stan tly c hanging, and the abilit y to c haracterize the system once deplo yed is di�cult.

These disadv an tages w ould make kno wledge of the interference en vironmen t di�cult,

and the arra y geometry calibration less robust.

4.1.3 Prop ert y Restoral/Blind Beamforming

The prop ert y restoral b eamforming technique fo cuses on maximizing inherent prop-

erties of the desired signal which are already present during transmission. T ypically

these c haracteristic signal prop erties are degraded b y noise and interference. Algo-

rithms are employ ed which b eamform to restore these prop erties in the signal. It is

assumed that b y restoring the c haracteristic prop erties, the en tire message signal is

impro v ed. Tw o techniques of prop ert y restoral are the Constan t Mo dulus algorithm

[37], and Cyclostationary Prop ert y Restoral technique [2].

The most ob vious adv antage of this t yp e of b eamforming is that there is no need

for a reference signal, or accurate kno wledge of the interference en vironmen t. Only

accurate kno wledge of the prop ert y to b e restored is needed.
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4.2 Motiv ation for the Cyclostationary Prop ert y

Restoral T ec hnique

Cyclostationary theory and techniques have b een pioneered in v arious w orks b y Gard-

ner [16] [14 ]. Cyclostationarity exploits the b ehavior that most man-made signals

exhibit a high degree of correlation with c haracteristic frequency shifted versions of

themselv es. Through selected w eigh ting and summing of the signal at these frequen-

cies, the cyclic correlation co e�cient can b e calculated. This co e�cient is a measure

of the similarity b etw een the receiv ed signal and the frequency shifted signal. By ad-

justing an tenna element w eigh t co e�cients to maximize this prop ert y , b eamforming

can b e done to impro ve the reception of the en tire message signal.

The adv an tages which result from the cyclostationary metho d are man y . The

b eamforming algorithms are blind. They require no kno wledge of the transmitted

w a v eform. No training signal is needed and no kno wledge of the noise and inter-

ference statistics are necessary . It is not necessary to calibrate the algorithm with

measuremen ts of the array manifold. The cyclostationary algorithms do not increase

bandwidth or p o w er requiremen ts of the signal, and no sync hronization is needed with

the transmitter, which is a highly prohibitive requiremen t for the long distances and

time dela ys in v olv ed in satellite communication. The only kno wledge that is needed

is the cyclic frequency of the c hosen signal to b e restored.

The ma jor dra wback of the cyclostationary algorithms are their high computa-

tional requiremen ts and their slo w convergence rate. Presen t literature has fo cused

mainly on dev eloping computationally e�cient algorithms in SINR en vironmen ts in

the range of 0 to 20 dB [34] [2]. The fo cus of investigation for this thesis is on mo d-

ifying existing algorithms to w ork in the geostationary satellite en vironmen t at the

Ka band where SINR lev els ma y b e as low as -110 dB (T able 3.2) without antenna

gains.
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4.3 Theoretical Bac kground for Cyclostationary

Analysis

The theory of Cyclostationary analysis �rst b egan to receiv e attention in 1972 with

Gardner's PhD. thesis [14 ]. Ov er the past 25 years, his original presentation which fo-

cused on real time series prop erties of cyclostationarit y , has b een extended to include

complex time series and has b een linked with statistical theory . Areas of application

for cyclostationarit y are b eing dev elop ed in the areas of array pro cessing, transmit-

ter/receiv er optimization, blind c hannel equalization and iden ti�cation.

Cyclostationarity exists in a signal if and only if a �nite amplitude sine w a ve is

pro duced when the original signal is multiplied b y a non-linear n-th order transforma-

tion. This is calculated through temp oral pro cessing. A signal, x ( t ), exhibits second

order (n=2) cyclostationarit y at the cyclic frequency � if and only if its dela y pro duct

w a v eform, y ( t ), exhibits a sp ectral line at this frequency .

y ( t ) = x ( t ) x ( t � � ) (4.1)

Higher order non-linearities with a multiple lag parameters (ie. �

1

; �

2

; ::: ) will

generate sp ectral lines for higher order cyclostationary time series. F or wide sense

stationary signals, a sp ectral line is only observ ed for the case � = 0.

The cyclic sp ectrum is de�ned as all cyclic frequencies � where the signal exhibits

a sp ectral line. Cyclic sp ectrums of man-made signals are often unique. Therefore,

the unique cyclic sp ectrum of the desired signal ma y b e exploited resulting in the

rejection of noise and interferers, and enhancement of the desired signal.

Pro cessing of the cyclostationary sp ectrum is done using time series analysis. As

a result, the desired signal must b e ergo dic in nature, which will allow the ensemble

a v erage to equal the time a verage in the limit as the a veraging time go es to in�nity .

F ortunately , most communications signals and en vironmen ts are ergo dic in nature.

The next section presents a brief outline of the theory and motiv ation b ehind

cyclostationarit y . Many of the results are presented without pro of or justi�ed b y
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app eal to the analogous w ell kno wn prop ert y in a sto c hastic en vironmen t.

The cyclic theory presented b y Gardner is based on the extension of Wiener's time-

series analysis to cyclostationary signals of arbitrary order. Using this approac h, tem-

p oral and sp ectral momen ts, higher order momen ts, bias, v ariance and Cramer-Rao

b ounds ma y b e calculated. The application to this thesis is to pro vide a theoretical

justi�cation for the second order cyclostationary equations used in the b eamforming

algorithms applied. A full presentation of the following theory ma y b e referenced in

[16]. The "
^

� " notation is used to distinguish b etw een time-series measures and the

related probabilistic measures.

4.3.1 F raction of Time Probabilit y Measure

Let the even t indicator b e de�ned as

I [ x � x ( t )]

4

=

8

>

<

>

:

1 ; x(t) < x

0 ; x(t) > x

(4.2)

The time a v eraging of the even t indicator results in the fraction-of-time probabilit y

distribution.

^

F

0

x ( t )

4

=

^

E

0

f I [ x � x ( t )] g (4.3)

Where the time-averaging op erator

^

E

0

is de�ned as:

^

E

0

f h ( t ) g

4

= lim

Z !1

1

2 Z

Z

Z

� Z

h ( t + t

0

) dt

0

(4.4)

Where h ( t ) is any time dep enden t signal.

The join t fraction-of-time probabilit y distribution ma y b e generalized for the set

of v ariables x

4

= f x ( t + t

1

) ; x ( t + t

2

) ; :::x ( t + t

n

) g

^

F

0

x ( t )

4

=

^

E

0

f

n

Y

j =1

I [ x

j

� x ( t + t

j

)] g (4.5)
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The join t fraction of time probabilit y density which results when (4.5) is di�eren-

tiable.

^

f

0

x ( t )

( x ) =

@

n

@ x

1

; @ x

2

; :::@ x

n

^

F

0

x ( t )

( x ) (4.6)

The follo wing theorem results from the F raction-of-Time form ulation of the time

signal x, which is based up on the parallel sto c hastic pro cess principle, the "F unda-

men tal Theorem of Exp ectation". It states:

Theorem 1 (F undamen tal Theorem of Time-Av eraging)

F or every time-inv ariant function g ( � ) for which

^

E

0

f g [ x ( t )] g exists,

^

E

0

f g [ x ( t )] g =

Z

g ( x )

^

f

0

x ( t )

( x ) d x (4.7)

This theorem sho ws that the time a veraging op erator

^

E

0

f�g can b e thought of as

the temp oral exp ectation op erator. It ma y also b e sho wn [34] that the

^

E

0

f�g ma y

remo v e residual terms in the time-averaged equation. Therefore

^

E

0

f�g is also referred

to as the constan t comp onen t extractor.

In the probabilistic en vironmen t, the join t density of a cyclostationary stationary

pro cess is p erio dic in t . Similarly the F raction-of-time probabilit y density function is

also p erio dic in t . In order to extend the principle of the constan t comp onen t extractor

to a p olyp erio dic function, consider the time series F raction-of- Time probabilit y

density

^

F

0

x ( t )

( x ) which is a p olyp erio dic function of t . This function can b e expanded

in a F ourier series as

^

F

0

x ( t )

x ( t ) =

X

�

^

F

0

x (0)

( x ) e

i 2 � �t

(4.8)

=

X

�

^

F

�

x ( t )

( x ) (4.9)

Here

^

F

�

x (0)

( x ) are the F ourier series co e�cients, and � denotes the cyclic frequency .

The sin usoidal comp onen ts of

^

F

�

x ( t )

( x ) ma y b e giv en b y:
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^

F

�

x ( t )

( x )

4

=

lim

Z ! 1

1

2 Z

Z

Z

� Z

^

F

0

t + t

0

( x ) e

� i 2 � �t

0

dt

0

(4.10)

=

^

E

0

f

^

F

0

x ( t )

( x ) e

� i 2 � �t

0

g e

i 2 � �t

0

(4.11)

4

=

^

E

�

f

^

F

0

x ( t )

g (4.12)

The general sinew a ve comp onen t extractor ma y b e written as:

^

E

�

f�g

4

=

^

E

0

f ( � ) e

� i 2 � �t

g e

i 2 � �t

(4.13)

Using this de�nition of the sinew a ve comp onen t extractor, the multiple p erio dic-

ities of a time series ma y b e extracted b y:

^

E

�

f�g

4

=

X

� 2f � g

^

E

�

f�g (4.14)

The set of f � g frequencies which are extracted represen t the harmonics of the re-

cipro cals of the underlying multiple p erio dicities in the signal. Finally , the expression

for the p olyp erio dic F raction-of-Time Probabilit y distribution for a time-series with

m ultiple p erio dicities b ecomes:

^

F

�

x ( t )

4

=

^

E

�

f

n

Y

j =1

I [ x

j

� x ( t + t

j

)] g (4.15)

The p olyp erio dic F unction of Time density which results is:

^

f

�

x ( t )

( x ) =

@

n

@ x

1

; @ x

2

; :::@ x

n

^

F

�

x ( t )

( x ) (4.16)

Theorem 2 (F undamen tal Theorem of P olyp erio dic Comp onen t Extrac-

tion)

F or every time-inv ariant function g ( � ) for which

^

E

�

f g [ x ( t )] g exists:

^

E

�

f g [ x ( t )] g =

Z

g ( x )

^

f

�

x ( t )

( x ) d x (4.17)
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The strict sense de�nitions of cyclostationarit y follow from the preceding theorem.

De�ne f � g to b e the set of all cycle frequencies for which

^

F

�

x ( t )

6= 0 [34].

Stationarit y : A time series x ( t ) is stationary if and only if its join t fraction of

time probabilit y density

^

F

�

x ( t )

6= 0 exists and is indep enden t of the parameter t . In

this case f � g = f 0 g

Cyclostationarit y : A time-series x ( t ) is cyclostationary with p erio d T

0

if and

only if its fraction of time probabilit y density

^

F

�

x ( t )

6= 0 exists, and is p erio dic in t

with p erio d T

o

. In this case, the cyclic sp ectrum f � g is comp osed of all harmonics of

1 =T

0

.

P olycyclostationarit y : A time-series x ( t ) is cyclostationary with p erio d T

0

; T

1

; T

2

:::

if and only if its fraction of time probabilit y density

^

F

�

x ( t )

6= 0 exists, and is p olyp er-

io dic in t with p erio ds T

0

; T

1

; T

2

; ::: In this case, the cyclic sp ectrum is the set of all

the harmonics of each fundamen tal p erio d.

The follo wing section will build up on the theorems and de�nitions presented as

applied to second order cyclostationary time-series.

4.4 Second-Order Cyclostationariy

The second order p olyp erio dic cyclostationary w a veform can b e generated as follows:

y

�

( t ) = x ( t + � = 2) x ( t � � = 2) (4.18)

F rom the theorems and de�nitions presented in Section 4.3 , the following terms

are obtained from the p olyp erio dic comp onen t extractor

~

E

�

f y

r

( t ) g =

X

f � g

~

E

0

f y

r

( t ) e

� i 2 � �t

g e

i 2 � �t

(4.19)

=

X

f � g

~

R

�

xx

( � ) e

� i 2 � � ( t � � = 2)

(4.20)

Here the � notation refers to contin uous time series, and the omission of this

sym b ol refers to discrete time series.
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In Equation (4.20)

~

R

�

xx

( � )

4

= E

0

f x ( t + � = 2) x ( t � � = 2) e

� i 2 � �t

g (4.21)

is the F ourier series co e�cient of the additive sine-wa ve comp onen t of y

r

( t ) with

frequency � . F or the discrete case this form ula is mo di�ed to:

R

�

xx

( � )

4

= E

0

f x ( t ) x ( t � � ) e

� i 2 � �t

g e

� i 2 � ��

(4.22)

It is imp ortant to stress that the ab o ve quan tities are time-averaged. The constan t

comp onen t extraction op eration will b e de�ned as:

h�i

1

= lim

Z !1

1

2 Z

Z

Z

� Z

( � ) dt (4.23)

F or the discrete case the form ula is mo di�ed to:

h�i

1

= lim

Z !1

1

2 Z + 1

+ Z

X

� Z

( � ) (4.24)

4.4.1 Cyclic Auto correlation F unction

The quan tit y

~

R

�

xx

( � ) ma y b e interpreted in three w a ys which o�er insigh t into the

measure pro duced.

1

~

R

�

xx

( � ) ma y b e interpreted as the F ourier co e�cients of the additive sine-

w a v e comp onen ts of the dela y pro duct w a veform of x ( t ) x ( t � � ). This w as

sho wn in section 4.3.

2 The conv en tional auto correlation function

R

0

xx

( � ) = h x ( t ) x ( t � � ) i

1

(4.25)
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can b e sho wn to b e a sp eci�c case of

~

R

�

xx

( � ). This ma y b e done b y setting

� = 0 and using the time a veraging notation presented in Equations

(4.23), (4.24) for the constan t comp onen t extractor E . Therefore,

~

R

�

xx

( � )

ma y b e thought of as a generalized auto correlation function, and will b e

referred to as the cyclic auto correlation function. F or complex signals, it is

also useful to de�ne the conjugate cyclic auto correlation function

~

R

�

xx

�

( � )

which ma y b e applied in some algorithms to obtain di�eren t cyclic sp ectra

from a signal.

The cyclic correlation and conjugate cyclic correlation functions are sho wn

b elo w.

R

xx

�

( � ) = h x ( t ) x

�

( t � � ) e

� j 2 � �t

i

1

e

j � ��

(4.26)

R

xx

�

�

( � ) = h x ( t ) x ( t � � ) e

� j 2 � �t

i

1

e

j � ��

(4.27)

(4.28)

3 If the input time function is frequency translated via:

u ( t ) = x ( t ) e

� i� �t

(4.29)

v ( t ) = x ( t ) e

+ i� �t

(4.30)

it is easy to sho w that the conven tional cross-correlation function can b e

made equal to the cyclic cross correlation function.

R

uv

( � ) = h u ( t ) v

�

( t � � ) i

1

(4.31)

= R

�

xx

( � ) (4.32)

Equation (4.32) giv es a quan titativ e measure of the amount of correlation

of the signal x at the cyclic frequency � .
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4.5 Cyclic T emp oral Correlation Co e�cien t

The cyclic temp oral auto correlation co e�cient ma y b e generated b y normalizing the

the cyclic auto correlation function with resp ect to the auto correlation function of x ( t )

for the time lag � = 0. This pro duces the cyclic temp oral correlation co e�cient.



�

xx

( � )

4

=

R

�

xx

( � )

R

xx

(0)

(4.33)

The feature strength is de�ned as the magnitude of equation (4.33)

The v alue of (4.33) is 0 � 

�

xx

( � ) � 1. This quan tit y is the measure that is

maximized in the existing cyclic correlation algorithms. It should b e noted that

(4.33) is complex-v alued. Therefore its argumen t can b e used to distinguish b etw een

di�eren t signals of the same magnitude which ma y allow algorithms to select signals

with the same cyclic frequencies arriving from di�eren t directions.

Similarly the cyclic temp oral cross correlation co e�cient ma y b e generated for

t w o time sequences x ( t ) and y ( t ) b y:



�

xy

( � )

4

=

R

�

xy

( � )

R

xy

(0)

(4.34)

4.6 Sp ectral Correlation Densit y F unction

Gardner in [17] has related the time domain p erformance of the cyclic correlation

co e�cient to the frequency domain. This is b e done b y passing the frequency trans-

lated signals u ( t ) and v ( t ) through an ideal bandpass �lter at the center frequency

f . The a v erage p o w er is measured at the output, and the result is normalized b y the

bandwidth. This results in the sp ectral correlation density function:

S

�

xx

4

=

lim

B ! 0

1

B

Dh

h

f

B

( t ) 
 u ( t )][ h

f

B

( t ) 
 v ( t )

i

�

E

(4.35)

where 
 denotes convolution and h

f

B

is the ideal bandpass �lter.
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Gardner in [16 ] relates the cyclic p o w er sp ectral density function of S

�

xx

to the

cyclic auto correlation function. The result is similar to the "Wiener-Khinc hin The-

orem" in the probabilistic framework, which relates the auto correlation function of a

signal as the F ourier transform of the p o w er sp ectral density .

Theorem 3 (Cyclic Wiener Relation) [34]

The sp ectral correlation density function, S

�

xx

( f ) , and the cyclic auto correlation

function, R

�

xx

( � ) are related b y the F ourier transform pair:

S

�

xx

( f ) =

Z

1

�1

R

�

xx

( � ) e

� i 2 � f �

d� (4.36)

R

�

xx

( � ) =

Z

1 = 2

1 = 2

S

�

xx

( f ) e

i 2 � f �

d f (4.37)

(4.38)

A summary of the ab o ve terms are giv en b elo w:

~

R

�

xx

( � ) ) F ourier series co e�cients of the contin uous time series

x ( t + � = 2) x ( t � � = 2) at frequency �

R

�

xx

( � ) ) F ourier series co e�cients of the discrete time series

x ( t ) x ( t � � ) at frequency �

S

�

xx

) Sp ectral correlation density function



�

xx

( � ) ) T emp oral Correlation Co e�cient.

W ork b y Gardner [16 ] has dev elop ed a metho d of cyclic Wiener Filtering which

uses kno wledge of the sp ectral structure of the c hannel to dev elop optim um �ltering

w eigh ts. This technique is briey outlined b elo w.

4.7 F requency-Shift Filtering (FRESH)

FRESH �ltering is a recen tly dev elop ed class of �lters based on the optimal minim um

mean-squared �ltering of p olycyclostationary time-series signals. The �lter is made

up of t w o pro cessors that �lter the input signal and its complex conjugate. Filtering

is done using a set of linear time-v arying frequency shifters, and linear time-inv ariant

�lters. The linear-conjugate-linear frequency shift (LCL-FRESH) �lter obtains its
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input v alues from solving a multi-v ariate Wiener �ltering problem based on the ap-

plication of theorem 3. This �ltering allows the desired signal to b e separated from

sp ectrally o v erlapping interference using the sp ectral redundancy inherent in the ex-

cess bandwidth of the signal.

The computation of the v ariables in FRESH �ltering requires kno wledge of the

frequency sp ectrum of the interference signals and the desired signal, such as the

baud rate, carrier frequency , and n umb er of interferers. F or an adaptive application

of the FRESH �lter, some kno wn training sequence must b e supplied for the purp ose

of up dating the v ariables.

4.8 The Cyclic Signal Mo del En vironmen t

The notation in tro duced in this section is summarized b elo w:

n ) indep enden t, iden tically distributed , spatially and temp orally

incoheren t white Gaussian noise samples.

d (�) ) array resp onse of the desired signal.

a ) array resp onse of the interference signals.

�

l

) direction of arriv al of the l

th

signal with frequency sp ectrum L

�

�

m

) direction of arriv al of the l

th

interference signal.

D ( � ) ) J � L

�

Arra y manifold for the desired signal vectors s ( t ).

A ( � ) ) J � M Arra y manifold for the interference vectors i ( t ).

The signal observ ed for a J -elemen t antenna is de�ned as:

x ( t ) =

L

�

X

l =1

d (�

l

) s

l

( t ) +

M

X

m =1

a (�) i

m

+ n ( t ) (4.39)

= D ( � ) s ( t ) + A ( � ) i ( t ) + n ( t ) (4.40)

In the ab o v e equation, L

�

; l = 1 ; :::L

�

represen ts the n umb er of desired signals s

l

with cyclic sp ectra � . There are also M interferers i

m

( t ) ; m = 1 ; :::; M which do not

ha v e the cyclic sp ectrum � .

In the equation (4.40), a matrix form is used where:
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D ( � )

4

= [ d (�

1

) ; d (�

2

) ; ::: d (�

L

�

)]

J � L

�

(4.41)

A ( � )

4

= [ a (�

1

) ; a (�

2

) ; ::: a (�

M

)]

J � M

(4.42)

s ( t )

4

= [ s

1

( t ) ; s

2

( t ) ; :::s

L

�

( t )]

T

L

�

� 1

(4.43)

i ( t )

4

= [ i

1

( t ) ; i

2

( t ) ; :::i

M

( t )]

T

M � 1

(4.44)

(4.45)

The auto correlation matrix of x ( t ) is giv en b y:

R

xx

( � ) = D ( � ) R

ss

( � ) D

y

( � ) + A ( � ) R

ii

( � ) A

y

( � ) + �

2

n

I (4.46)

The term �

2

n

= hj n

j

j

2

i

1

, and I is the iden tit y matrix, and ( � )

y

is the conjugate-

transp ose op erator.

The adv an tage of the computing the cyclic auto correlation of the vector x ( t ) at

cyclic frequency � is demonstrated b elo w:

R

xx

�

( � )

4

= h x ( t ) x

y

( t � � ) e

i 2 � �t

i

1

e

i 2 � ��

(4.47)

= D ( � ) R

ss

�

( � ) D

y

( � ) + A ( � ) R

ii

�

( � ) A

y

( � ) + R

nn

�

( � ) (4.48)

= D ( � ) R

ss

�

( � ) D

y

( � ) (4.49)

By exploiting the sp ectral self-coherence prop ert y of the desired signal, the in-

terference and noise terms of the ab o ve equation go to zero as the time a veraging

approac hes in�nity . This lea ves only the signals with the cyclic sp ectrum of � to b e

pro cessed using a b eamforming algorithm. This is a very di�eren t approac h than to

the MUSIC-t yp e algorithms [2] which use the classic auto correlation function and re-

sort to eigen v alue decomp osition to determine the b eamforming w eigh ts of all signals

which are spatially coherent (same direction of arriv al).
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4.9 Blind Cyclic Spatial Filtering Algorithms

Since the theory b ehind cyclic time series is still relatively new, its application to this

b eamforming is also quite new. There are four ma jor techniques of b eamforming to

date which employ cyclostationarit y: SCORE (Sp ectral Coherence Restoral) [2], the

Cyclic Adaptiv e Beamformers [46], the Phase algorithm [34], and �nally the Castedo

algorithm [34]. Recen t investigation into signal subspace techniques have also b een

applied to existing algorithms [5], and the motiv ation for this technique will b e briey

discussed b elo w.

The p erformance of all these algorithms ma y b e measured with resp ect to the

optimal b eamforming w eigh ts. The optimal w eigh ts in terms of maximizing signal to

noise and in terference (SINR) are giv en b y [41]:

w

1 ;opt

= � R

xx

� 1

d (�

1

) (4.50)

Where w is the optimal b eamforming w eigh t vector.

4.9.1 Sp ectral Coherence Restoral Blind Beamforming Al-

gorithms (SCORE)

All SCORE algorithms aim at maximizing the sp ectral self-coherence of a single

frequency at the output of the b eamformer using the principle of cyclostationarit y .

There are a v ariety of cost functions which giv e rise to di�eren t algorithms with

sp eci�c adv an tages and applications. Least Squares SCORE and Cross SCORE are

the t w o techniques which are dealt in detail in this thesis.

4.9.1.1 Least-Squares SCORE

The Least-Squares SCORE is the simplest algorithm which employs sp ectral self-

coherence. This technique is applicable to the rank L

�

= 1 en vironmen t where there

is only one signal with the frequency sp ectrum � .
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The �rst step in the LS-SCORE algorithm is to de�ne the reference signal:

u ( t )

4

= c

y

� x

( � )

( t � � ) e

i 2 � �t

(4.51)

This reference signal has a comp onen t which is correlated with the desired signal

( s ( t )) and a comp onen t which is uncorrelated ( i ( t ) ; n (t)) The optional conjugation

op erator ( � )

( � )

is employed dep ending on the t yp e of sp ectral self-coherence to b e

exploited. The v alue of the control vector c is a �xed constan t, and do es not a�ect

the p erformance of the algorithm.

The b eamforming w eigh ts are found b y p erforming a least squares minimization

of the distance b et w een the reference signal and the output signal y ( t ):

y ( t )

4

= w

y

� x ( t ) (4.52)

This results in the requiremen t:

min

w
hj y ( t ) � u ( t ) j

2

i

N

(4.53)

Here N is the n umb er of samples of x a v ailable to the algorithm.

The familiar optimal solution to (4.53) as N ! 1 is [34 ]:

w

opt

! R

xx

� 1

� r

xu

(4.54)

= R

xx

� 1

R

xx

�

( � ) c e

� j � ��

(4.55)

(4.56)

F or this application of the LS-SCORE algorithm, it is assumed that the in-

terference and the noise terms are not sp ectrally coherent at the frequency sp ec-

trum � and that only one desired signal has the frequency sp ectrum � . Therefore

R

xx

�

( � ) = d (�

1

) d

y

(�

1

) R

�

ss

is a rank-one matrix. 4.56 reduces to:

w

opt

= [ d

y

(�

1

) R

�

ss

c � e

� j � ��

] R

xx

� 1

d (�

1

) (4.57)

= � R

xx

� 1

d (�

1

) (4.58)
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Where � is a complex-v alued constan t.

Therefore as N ! 1 the Least Squares SCORE algorithm converges to the SINR

optimal b eam w eigh t.

The main adv antage of the Least Squares score is its computational simplicit y . The

cost for this simplicit y is a slo w convergence rate. Analysis done in [34] attributes

the slo w conv ergence rate to the w eak feature strength or sp ectral self-coherence

generated b y the algorithm, and its inability to quic kly reject strong interferers.

An impro v emen t to the Least Squares SCORE algorithm is to adaptively mo dify

the control v ector c . This giv e rise to the Cross Score algorithm.

4.9.1.2 Cross SCORE Algorithm

The Cross SCORE algorithm uses the receiv ed signal y ( t ) and the reference signal

u ( t ) to adaptiv ely up date b oth the control vector c and the w eigh t vector w . The

algorithm maximizes the temp oral cross-correlation co e�cient, j 

�

y u

( � ) j

2

de�ned anal-

ogously to equation (4.33) resulting in the following cost function:

max

w ; c j 

�

y u

( � ) j

2

,

max

w ; c

j w

y

R

xx

�

( � ) c j

2

[ w

y

R

xx

w ][ c

y

R

xx

c ]

(4.59)

The Ra yleigh Quotient cost function for w arises when w in (4.59) is �xed. The

maximal v alue for c = R

xx

� 1

R

xx

� y

( � ) w is substituted:

max

w

w

y

R

xx

� 1

( � ) R

xx

� y

( � ) w

w

y

R

xx

w

(4.60)

By solving a standard eigen v alue problem, solutions to Equation (4.60) ma y found.

The solution to the Cross Score algorithm is achiev ed using the optimal expression for

c , and b y using the pair of eigen vectors corresp onding to the maximum eigen v alues

of the t w o equations b elo w:

R

xx

�

( � ) R

xx

� 1

R

xx

� y

( � ) w = � R

xx

w (4.61)

R

xx

�

( � ) R

xx

� 1

R

xx

� y

( � ) c = � R

xx

c (4.62)
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T ypically , the solution of the ab o ve equations requires computationally exp ensive

eigen v ector metho ds. How ever, for the L

�

= 1 en vironmen t, the iterativ e Po w er

Metho d [6] ma y b e employed:

Theorem 4 (P o w er Metho d)

Given a diagonalizable n � n matrix A with eigen vectors e

1

; e

2

; ::: e

n

and corre-

sp onding eigen v alues �

1

; �

2

; :::�

n

, and assuming j �

1

j � j �

2

j � ::: � �

n

, then for an

arbitrary non-zero vector v

1

with a comp onen t in the direction e

1

, the iterated vector

v

m

= A � v

m � 1

will converge as m ! 1 , to

A

m

v

m

! �

m

1

e

1

(4.63)

�

1

=

lim

m ! 1

k v

m

k

k v

m � 1

k

(4.64)

By applying the Po w er Metho d to the Cross SCORE algorithm, the following

iterations for w and c are obtained.

w

m +1

= g

w

R

xx

� 1

R

xx

�

( � ) c

m

(4.65)

c

m +1

= g

c

R

xx

� 1

R

xx

�

( � ) w

m

(4.66)

g

w

=

1

k w

m

k

1 = 2

(4.67)

g

c

=

1

k c

m

k

1 = 2

(4.68)

where g

w

and g

c

are normalization constan ts.

In the general rank L

�

en vironmen t, techniques can b e applied which will allow

for the extraction of other signals with the frequency sp ectrum � which corresp ond

to the smaller eigen v alues of the matrix. Eac h eigen v alue will corresp ond to a unique

sp ectral self coherence magnitude i.e., �

l

= j 

�

s

l

s

l

( � ) j

2

. This is achiev ed pro vided the

n umb er of signals with sp ectrum � are less than or equal to the n umb er of elements

in the an tenna array , that is L

�

� J . This b ehavior is demonstrated b y sim ulations

in [35 ] and [34]. These sim ulation results sho w that the p erformance of the Cross

SCORE in the L

�

interference en vironmen t is alwa ys inferior, but this p erformance
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degradation is minimal if the direction of arriv al of the di�eren t signals �

k

and �

l

are appro ximately orthogonal, i.e., d

y

(�

k

) � d

y

(�

l

) � 0.

4.9.1.3 Auto SCORE

Auto-SCORE algorithms rely solely on the prop ert y restoral principle. The sp ectral

or conjugate sp ectral self- coherence prop ert y is restored b y adapting one w eigh t

v ector based on the b eamformer output. The cost function to b e maximized is

max

w
j 

�

y u

( � )

( � ) j ,

max

w

j w

y

R

xx

( � )

�

( � ) w

( � )

j

w

y

R

xx

w

( � )

(4.69)

The p erformance of the Auto SCORE in the L

�

= 1 en vironmen t converges to

the optimal b eamforming w eigh ts. In en vironmen ts where L

�

> 1 the p erformance

is closely resembled b y the Cross SCORE algorithm p erformance. One of the ma jor

dra wbacks of the Auto SCORE algorithm, is the fact that a lo cal maximum ma y b e

pro duced in its solution. F or more detail on the Auto SCORE algorithm [2] and [1]

ma y b e referenced. The Auto SCORE w as not considered for the application to the

satellite c hannel mo del.

4.9.1.4 Phase SCORE

The aim of the Phase SCORE algorithm is to dev elop a metho d where the de�ning

eigen-equation is equal to the complex v alued sp ectral correlation co e�cients 

s

l

s

l

( � )

of the desired signal. This technique preserv es the self coherent phase of the sp ectral

correlation co e�cients. This allows the algorithm to distinguish b etw een di�eren t

signals which ma y have the same cyclic frequency � and the same sp ectral correlation

magnitude. It is only required that signals have a di�eren t dela y , or carrier phase.

Phase SCORE is a sub-optimal approac h based on a mo di�cation to the non-

conjugate Auto-SCORE algorithm. The de�ning eigenequation for Phase SCORE is

giv en b y:
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R

xx

�

( � ) w = � R

xx

w (4.70)

The phase score algorithm is not applied to the satellite en vironmen t in this thesis.

F urther dev elopmen t of Phase SCORE p erformance is presented in [34 ], [2] and [35].

4.9.2 The Cyclic Adaptiv e Beamforming Algorithm

The Cyclic Adaptiv e Beamforming Algorithms (CAB) are based using the cyclic prop-

erties of the desired signals to extract a w eigh t vector w which is a scalar multiple of

the steering v ector w (�

1

) of the desired signal. The goal in designing the CAB algo-

rithm w as to present an alternative set of cyclic b eamforming algorithms which w ould

conv erge more quic kly than SCORE, esp ecially in the mobile communications en vi-

ronmen t and which w ould p erform w ell in the case where the desired signal is muc h

stronger than the interference and noise signals. Restriction of the CAB algorithm

to a high SINR signal en vironmen t disquali�es it from further consideration for the

satellite en vironmen t. Sim ulation results p erformed b y Rollins [34] demonstrates the

degradation in CAB p erformance in a low SINR en vironmen t. F urthermore, Rollins

sho ws that CAB algorithms converge to b eamforming w eigh ts which yield SINR v al-

ues sev eral dB b elo w the optim um v alues in an interference en vironmen t mo deled b y

Equation (4.50). He accounts for this from the fact that the scaled version of the

steering v ector pro duces a maximal ratio com biner [44] whereas SCORE algorithms

pro duce optimal com biners.

Three t yp es of CAB algorithms have b een dev elop ed b y W u et. al.. [46 ], [45 ] and

are presen ted for reference.

4.9.2.1 Basic CAB Algorithm

The basic CAB algorithm converges to the scaled version of the steering vector with

a complexit y of order O f J g , where J is the n umb er of elements of the antenna array

and as N ! 1 , where N is the n umb er of samples. The CAB ma y also extract
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m ultiple signals with the cyclic frequency sp ectra � , pro vided the direction of arriv al

of the signals are approximately orthogonal.

4.9.2.2 Constrained CAB Algorithm (C-CAB)

C-CAB exploits the prop ert y that the CAB algorithm converges to a scaled version

of the steering v ector. The w

C AB

estimation of the direction of arriv al of the desired

signal is used as an input to the linearly-constrained minim um v ariance (LCMV)

b eamforming algorithm [41]. The computational complexit y of this problem is of

order O f J

2

g

4.9.2.3 Robust CAB Algorithm (R-CAB)

The R-CAB algorithm has a mo di�ed cost function that reduces the e�ect of small

p erturbations in R

ii

and d (�

l

). R-CAB requires an estimation of R

ii

which requires

the complexit y of order O f J

3

g .

4.9.3 Castedo Algorithm

This algorithm is based up on the observ ation that cyclostationary signals exhibit

sp ectral lines in the frequency domain when passed through non-linear transforms.

The algorithm attempts to minimize the mean square error of these sp ectral lines

with a kno wn generated reference tone corresp onding to one of the sp ectral lines �

[7]. Sp ectral lines are generated b y the non-linear transform ( � )

p

where p � 2 at the

follo wing frequencies:

y ( t ) =

^

E

�

f x

p

( t ) g (4.71)

4

=

^

E

0

f x

p

( t ) e

� i 2 � �t

g e

i 2 � �t

(4.72)

= m

�

px

e

i 2 � �t

(4.73)

Cyclic b eamforming w eigh ts ma y b e calculated b y using the following cost func-

tion:
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J = hj e

i 2 � �t

� y

p

( t ) j

2

i

1

(4.74)

Here, the b eamformer output is the scalar y ( t ) = w

y

x ( t )

The Equation (4.74) ma y b e minimized using the metho d of steep est descen t,

resulting in the iteration:

w ( t + 1) = w ( t ) � � r

w ( t )

J (4.75)

In 4.75 � represen ts the step-size parameter, and r

w ( t )

J represen ts the gradien t

of w . This results in the following iterativ e algorithm for �nding the b eam w eigh ts:

w ( t + 1) = w ( t ) + ��

�

( t ) y

p � 1

( t ) x (4.76)

Where the error signal is the term � = e

i 2 � �t

� y

p

( t ).

The p erformance of the Castedo algorithm is highly dep enden t up on the stationary

p oin ts which are generated under di�eren t signal en vironmen ts. A summary of the

conditions for optimal convergence are presented in [7] and [34 ]

4.9.4 PHASE Algorithm

A new PHASE algorithm has b een prop osed b y Cui in [9] for application in a wireless

indo or en vironmen t. In the Phase algorithm, the output of each array element is

sp ectrally correlated. A reference signal u

j

( t ) = x

j

( t ) e

� 2 � �t

is applied to the steering

v ector.

r

�

j

4

= h x ( t ) u ( t ) i

N

(4.77)

This results in a set of cyclic correlation vectors, in which the rank L

�

= 1

en vironmen t conv erges tow ards a scaled replica of the steering vector d (�

1

). Eac h
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w eigh t v ector w

j

= R

xx

� 1

r

�

j

obtained in this manner is equiv alen t to a uniquely

scaled Least Squares SCORE w eigh t vector. The �nal step in the algorithm is to

a v erage these w eigh t vectors to obtain a single vector:

w = R

xx

� 1

�

1

J

( r

�

1

+ r

�

2

::: + r

�

j

) (4.78)

This form ulation of the Phase algorithm has b een sho wn to have a faster conver-

gence rate and larger �nal SINR, as compared to the Auto SCORE. F urthermore, it

requires no eigen v alue decomp osition in �nding the w eigh t vectors. [34] [9].

4.9.5 Signal Subspace T ec hniques

In in v estigations b y Biedk a [5] on the SCORE algorithms, he observ ed that if the

n umb er of arra y elements are increased while keeping the a veraging time for the

algorithm constan t, a degradation in the p erformance of the �nal SINR of the signal

w as observ ed. This b ehavior is ma y b e explained using signal space argumen ts: The

maxim um SINR at the b eamformer is obtained from Equation (4.50). Eigen v alue

decomp osition reduces this relation to:

R

xx

� 1

d (�) =

"

Q

s

�

� 1

s

Q

y

w

+

1

�

2

n

Q

s

Q

y

w

#

d (�) (4.79)

= Q

s

�

� 1

s

Q

y

w

d (�) (4.80)

Where in the ab o ve equation:

Q

s

) eigen vectors of the matrix R

xx

� ) eigen v alues of the matrix R

xx

In equation (4.80), the vector d , which lies in the signal subspace is orthogonal to

the noise subspace, and the optimal w eigh t vector also lies in the signal subspace.

The degradation in convergence rate for the SCORE algorithms o ccurs when more

elements are added to the array for a �xed sample time. Performance degradation

results from the increased sensitivity of the SCORE algorithms to errors in the �nite

sample estimation of the cyclic auto correlation matrix R

xx

. Ev en small p erturbations
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in the estimation of the noise matrix ma y cause large errors in the inverse of the cyclic

auto correlation matrix R

xx

�

.

Biedk a's solution to this problem is to constrain the w eigh t vector to lie in the

signal subspace b y using a low rank approximation to R

xx

[5]. Sim ulations b y Biedk a

sho w that the Subspace constrained SCORE algorithms exhibit signi�cant impro ve-

men ts in conv ergence rates, compared to the standard SCORE algorithms.

The dra wback to this approac h is the relatively high complexit y with directly

computing the eigen v alue decomp osition of the signal space which is of order O ( J

3

).

New techniques in subspace trac king ma y impro ve computational e�ciency . F or a

brief summary of signal subspace techniques, see reference [34].

4.9.5.1 Rank-1 P o w er Phase SCORE Algorithm

Recen t w ork b y Rollins [34 ] has applied the signal sub-space metho d to the Phase

SCORE, and has incorp orated the p o w er metho d technique for arriving at the signal

w eigh ts in the rank L

� =1

en vironmen t. In his study , Rollins sho ws that the asymptotic

v alues reac hed b y Cross-SCORE and the Po w er Phase SCORE are the same. The

Po w er Phase-SCORE metho d is giv en b y:

w (1 ; opt ) = g

w

( t )

^

R

� 1

xx

^

R

�

xx

( � )

( � ) w ( t ) (4.81)

The matrix

^

R

� 1

xx

is the signal sub-space constrained estimate of the auto correlation

of x . The ma jor adv antage of this algorithm o ver the Cross SCORE algorithm,

is the need to adapt only one vector, which greatly reduces the complexit y of the

b eamformer.
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Chapter 5

The Mo deled Channel

In this c hapter, the signal mo del for the exp erimen tal p erformance ev aluation will b e

presen ted based on the statistical mo dels, and the empirical measuremen ts discussed

in previous c hapters. The next section deals with a description of the algorithms that

will b e sim ulated, and an account of the di�eren t en vironmen ts that will b e used to

test the robustness of the algorithms under di�eren t conditions.

5.1 Signal Mo del and T est En vironmen t

All calculations of the signal frequencies are normalized with resp ect to the sampling

frequency of the system. Sampling frequencies w ould have to b e greater than 20 MHz

based on the c hannel sp ectrum prop osed in Section 3.3.

The signal pro cessing will go through sev eral stages. The �rst stage will b e the

analogue do wncon version from the Ka frequency band. The desired c hannel will then

b e frequency translated into the range of a broad band �lter equal to half of the

sampling frequency . This �lter will eliminate distortion due to aliasing during the

digital conv ersion as w ell as removing undesired signals from the w a veform. These

steps will not b e sim ulated in this thesis. A whitening �lter ma y b e necessary at this

stage to whiten the coloured noise generated b y the broad band �lter. Figure 5.1

sho ws the stages of the ab o ve steps. F rom this p oin t on, the pro cessing will dep end

up on the prop osed b eamforming algorithm.
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Analogue Anti-Aliasing
Filter

Analogue Frequency
Translation

Antenna Feed To Beamformer

Analogue to Digital
Conversion

Figure 5.1: Signal Pro cessing b efore Beamforming

It is imp ortant to remem b er that the o�set frequency of the carrier must not b e

remo v ed during frequency translation. This w ould remove the c haracteristic cyclic

frequency of the signal needed for the b eamforming algorithms. Figure 5.2 graphically

illustrates the conversion in the frequency domain.

5.1.1 Binary Phase Shift Keying

The signal metho d c hosen w as Binary Phase Shift Keying. It w as selected for a v ariety

of reasons, the �rst of which is its simplicit y for deco ding. The antip o dal nature of

the signal constellation also pro vides the greatest signal distance b etw een di�eren t

sym b ols, which will reduce the probablily of error in a high noise en vironmen t. The

BPSK format pro vides cyclostationarit y at self-coheren t frequencies at baud rate

m ultiples, and at a unique conjugate self-coherence frequency at 2 f

c

. Sim ulations

w ere run using the conjugate self-coheren t technique [2] [34 ]. This will allow o�set

frequencies to b e assigned to di�eren t c hannels, and will allow these frequencies to b e

used in the cyclostationary b eamforming algorithms.

The cyclic signal strength parameter generated using conjugate self-coheren t tech-

nique pro duces a temp oral cyclic correlation co e�cient of unit y . In contrast, cyclo-

stationary frequencies which are multiples of the baud rate pro duce temp oral cyclic

correlation co e�cients of 1/6. This smaller v alue results in a muc h slo w er convergence

rate than for the o�set carrier case [34]. F urthermore, assigning signals di�eren t baud

rates for iden ti�cation purp oses w ould greatly increase the complexit y of the receiv er

in signal reco v ery , and w ould not allow the convenience of frequency translation in
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0
Offset Channel Carrier

Ka Carrier Frequency

Message Band Guard Band

fs/20

Filter Pass Band

0 fs/2

(a)

(b)

(c)

Figure 5.2: a) Signal sp ectrum at the Ka Band. b) Analogue down conversion of

desired c hannel to the wide band anti-aliasing �lter. c) Digitally sampled sp ectrum

of the desired c hannel.
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p ositioning the desired c hannel for the anti-aliasing �lter.

A detailed deriv ation of the calculation of the cyclic sp ectra of BPSK and other

mo dulation sc hemes are rep orted in [16].

5.1.2 Raised Cosine Pulse Shaping

The raised cosine pulse w as c hosen for pulse shaping [32]:

p ( t ) =

sin ( � t=T

p

)

� t=T

p

cos ( � � t=T

p

)

1 � 4 �

2

t

2

=T

2

p

(5.1)

p ( t ) ) pulse w a veform as a function of time.

T

p

) pulse p erio d.

� ) p ercen t roll o� factor.

The excess bandwidth w as selected at 100 %. This v alue w as c hosen b ecause

at the Ka frequency band, bandwidth is not a limiting factor in the system design.

The 100 % bandwidth selection makes the system more robust to sampling jitter

and in tersym b ol in terference e�ects. These robustness considerations are not directly

in v estigated in this thesis.

In the sim ulations, the pulses w ere computed o ver 5 signal p erio ds. This n umb er

w as selected as a compromise b etw een computational sp eed for the sim ulation, as

w ell as in pro viding su�cien t accuracy in c hannel mo deling.
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5.1.3 Arra y Con�guration

Tw o t yp es of arra ys w ere investigated. The �rst array w as a �ve-element linear array ,

with half-elemen t spacing. This geometry w as c hosen for its simplicit y in calculation

of the arra y resp onse vector for any giv en direction of arriv al. This basic mo del

allo w ed for easy veri�cation of the output of the b eam w eigh ts pro duced b y the

v arious algorithms.

In the second array , a multiple-feed parab olic reection antenna w as calculated

using the dimensions of the antenna calculated in Section 2.2. A feed matrix w as

then sim ulated using a parab olic array resp onse program [11]. The target lo cation

on the earth w as selected to have a longitude of 53 degrees, and a latitude of 47.5

degrees. This corresp onds to the w orst case lo cation in the coverage area as calculated

in Section 2.6.

A 5-element array w as used for the purp ose of b eamforming on the parab olic an-

tenna. The earth co ordinates of the target corresp onded to 1 : 1 � in the x-direction,

and � 8 : 9 � in the y-direction on the satellite feed plane. The metho d for the calcula-

tion of the feed lo cation ma y b e referenced in the App endix F The geometry of the

remaining 4 p oin ts w ere spaced one w a velength apart in a square pattern around the

cen ter p oin t. The one w a velength spacing w as selected to satisfy the requiremen ts of

Section 2.3.6.

The geometry of the selected lo cations are presented in the T able 5.1

5.1.4 Complex Gaussian Noise Mo del

An additiv e white Gaussian noise mo del w as used in the c hannel sim ulation. White

noise w as considered the b est mo del for the represen tation of the system noise which

primarily w as a result of atmospheric conditions, and thermal radiation from the

earth and the satellite system. The noise vector w as generated using a Gaussian

distributed en v elop e of v arious noise p o w er lev els. The phase of the generated p oin ts

w ere evenly distributed b etw een 0 and 2 � . The noise at each antenna element w as

considered indep enden t and iden tically distributed.
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F eed # x-plane y-plane

Co ordinate � Co ordinate �

1 0 -9

2 1 -10

3 -1 -10

4 1 -8

5 -1 -8

T able 5.1: F eed lo cations for the Parab olic An tenna array sim ulation
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Based on the calculation of the satellite link budget presented in T able 3.2, the

noise p o w er w as found to b e -200.94 dBW at 20 GHz, and -201.73 dBW at 30 GHz.

This resulted in a SNR v alue of -51.91 dB for the 20 GHz downlink, and 64.8 dB for

the 30 GHz uplink including the parab olic antenna gain.

5.1.5 Signal Mo del Represen tation

Based on the mo deling considerations presented ab o ve, the following signal mo del w as

generated for the signal receiv ed at the antenna. This signal mo del w as presented in

Equation (4.40) and is repro duced here for reference.

x ( t ) =

L

�

X

l =1

d (�

l

) s

l

( t ) +

M

X

m =1

a (�) i

m

+ n ( t ) (5.2)

= D ( � ) s ( t ) + A ( � ) i ( t ) + n ( t ) (5.3)

5.1.6 SINR Calculation, and Optimal Beamforming SINR

The equation for the SINR is calculated based on the ab o ve mo del [11 ]

S I N R =

�

2

d

� k w

y

d (�) k

2

w

y

A ( � ) R

ii

A

y

( � ) w + �

2

n

k w k

2

(5.4)

�

2

d

) desired signal p o w er

�

2

n

) noise p o w er

A ( � ) ) interference array matrix

d (�) ) desired signal direction vector

w ) b eamforming w eigh t vector

R

ii

) interference correlation matrix

T o compare the p erformance of the b eamformers, the optimal SINR of the message

signal w as calculated in closed-form with the kno wn interference direction and noise

p o w er parameters without �ltering. Using these kno wn v alues, the auto correlation

matrix R

xx

w as calculated using the following steps:
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The I ID white Gaussian noise comp onen t of R

xx

w as calculated resulting in the

follo wing matrix.

2

6

6

6

6

6

6

6

6

6

6

6

6

4

�

2

n

0 0 ! 0

0 �

2

n

0 ! 0

0 0 �

2

n

0 0

#

0 0 ! 0 �

2

n

3

7

7

7

7

7

7

7

7

7

7

7

7

5

(5.5)

Next, the comp onen t of the auto correlation of the desired signal w as calculated

based on the kno wn phase dela ys of the relative elements. This resulted in the complex

matrix b elo w.

2

6

6

6

6

6

6

6

6

6

6

6

6

4

�

2

d

�

2

d

e

j 2 � ( �

1

� �

2

)

�

2

d

e

j 2 � ( �

1

� �

3

)

! �

2

d

e

j 2 � ( �

1

� �

j

)

�

2

d

e

j 2 � ( �

2

� �

1

)

�

2

d

�

2

d

e

j 2 � ( �

2

� �

3

)

! �

2

d

e

j 2 � ( �

2

� �

j

)

�

2

d

e

j 2 � ( �

3

� �

1

)

�

2

d

e

j 2 � ( �

3

� �

2

)

�

2

d

! �

2

d

e

j 2 � ( �

3

� �

j

)

#

�

2

d

e

j 2 � ( �

n

� �

1

)

�

2

d

e

j 2 � ( �

n

� �

3

)

! �

2

d

e

j 2 � ( �

n

� �

j � 1

)

�

2

d

3

7

7

7

7

7

7

7

7

7

7

7

7

5

(5.6)

Finally , the in terference matrix w as calculated in the same manner as for the

desired signal except the phase o�sets w ere scaled b y the di�erence in w a velength

which resulted from the di�eren t carrier frequency . This is indicated b y the �

0

notation

where � is the direction of arriv al of the interferer. Only one interferer w as considered.
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(5.7)

These three matrices w ere summed and inverted. The resulting R

xx

� 1

w as substi-

tuted in to Equation (4.50) along with the kno wn desired signal direction to pro duce
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the optimal b eam forming w eigh ts.

5.2 P erformance Ev aluation P arameters

Sev eral di�eren t test scenarios w ere c hosen to compare the new techniques under

di�eren t conditions. The default en vironmen t and algorithm parameters which w ere

selected for the di�eren t test conditions are presented in T able 5.2. T able 5.3 is a list

of the v ariable test condition v alues. The test conditions are outlined b elo w.

T otal Num b er of Samples 2

14

Num b er of Samples/ R

xx

�

2

7

Num b er of Sym b ols 3276

Num b er of Elemen ts 5

# of Po w er Metho d Iterations 50

% Raised Cosine 100

# of Pulse Ov erlap Perio ds 5

Carrier Signal Magnitude 1 V

O�set F requency of Carrier (Normalized) .25 Hz

In terference Magnitude 1

Message Signal Perio d (Normalized) .2 Hz

T able 5.2: Default Sim ulation Parameters

5.2.1 Gaussian Noise Lev el T est Scenario

In this test, the noise p o w er of the en vironmen t is altered while the other test condi-

tions remain the same. The purp ose of this test w as to compare the p erformance of

di�eren t algorithms under di�eren t noise lev els. This is considered the most critical

test en vironmen t.
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In terference F requency ( f

c

� 10

� 4

), ( f

c

� 5 � 10

� 4

)

( f

c

� 10

� 3

), ( f

c

� 15 � 10

� 3

)

Band Pass Filter Width (Normalized) 0.4, 0.3, 0.2, 0.1, 0.05

Carrier Jitter Deviation V ariance 10

� 8

, 2 : 5 � 10

� 7

, 10

� 6

, 2 : 5 � 10

� 5

Noise V ector Magnitude (P arab olic) 36.3, 40.4, 43.2, 45.3, 47.0,

48.5, 49.7, 51.7, 52.6

Noise V ector Magnitude (Linear) 0, 12.0, 18.1, 21.6, 24.1, 26.0, 27.6

T able 5.3: V ariable Sim ulation Parameters
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5.2.2 In terference T est Scenario

In terference is not considered to b e a crucial p erformance measure in the noise limited

en vironmen t of the satellite c hannel. It has b een included to get an idea of the e�ect

an in terferer w ould have on the algorithm. The v ariable which is altered in this

test is the frequency of the interferer. The interference to noise ratio (INR) for the

sim ulations w ere 0 dB.

5.2.3 Carrier F requency Jitter

The crucial prop ert y of the receiv ed signal is the o�set carrier frequency . It is p ossible

that this tone ma y b e corrupted through sev eral mec hanisms. This ma y include jitter

in the transmitter/ receiv er oscillator, or as a result of w eather conditions. The e�ect

of an error in the carrier frequency has not b een investigated in any of the literature

pro duced to date. The frequency jitter is generated b y selecting a v ariance lev el for

a Gaussian distribution. This distribution is added to the frequency of the sin usoidal

comp onen t of the receiv ed message. Di�eren t v ariances are tested and compared. A

more realistic metho d of testing this condition w ould b e mo deling the jitter in terms

of a drift of the carrier frequency . This ma y result from thermal uctuations of the

oscillator, and is the most common mec hanism of jitter. This w as not attempted in

this thesis. The receiv ed signal is mo di�ed as follows:

s ( t

j

) = m ( t

j

) e

( j 2 � ( f

c

+ �

j

) t

j

)

; (5.8)

s ( t ) ) transmitted signal

m ( t ) ) message signal

�

j

) Gaussian jitter frequency distribution
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5.2.4 O�set F requency Error T est

In this test scenario the o�set frequency of the carrier is miss-matc hed with the

receiv er cyclic frequency . In this case the desired signal is seen as an interferer.

The longer the convergence time, the greater the c hance of rejection of the desired

signal b y the b eamforming algorithm. It is lik ely that the satellite and receiv er

oscillators will b e slightly di�eren t, therefore this test is seen as fairly signi�cant

in determining the application of the cyclic algorithms to the satellite en vironmen t.

One metho d prop osed b y [2] to minimize the e�ect of frequency mismatc h, is to

w eigh t the signi�cance of the receiv ed data p oin ts in calculating the cyclic correlation

matrix R

xx

�

based up on the time that the sample is receiv ed. The problem with

this technique in the satellite en vironmen t is that long correlation times are needed

to reject the high noise lev el, and b y w eigh ting the data, the necessary lev el of noise

rejection ma y not b e p ossible.

5.2.5 Filter Bandwidth T est

The v ariable in this test scenario is the bandwidth of the fron t-end �lter. This test

examines the e�ect of the distortion of the receiv ed signal which is caused b y the �lter

on the b eamforming algorithm under di�eren t noise lev els, and di�eren t �lter band

widths to determine whether it is w orth optimizing the bandwidth.

78



5.2.6 Sim ulation T est En vironmen t Conditions

F our basic test en vironmen ts w ere c hosen to c haracterize the p erformance of the

algorithms. Single interferers w ere used in the interference tests. The v ariables in

each en vironmen t are listed b elo w for reference:

T est Default Default Default Notes

Condition Noise Po w er Noise Po w er Bandwidth

Parab olic (dB) Linear (dB)

LNNB 40.4 12.0 .05

LNWB 40.4 12.0 .2 Filtering not tested

HNNB 47.0 21.6 .05 Filtering not tested

HNWB 47.0 21.6 .2 Noise not tested

T able 5.4: T est En vironmen ts for Beamforming T ec hniques

Where the ab o ve acronyms represen t:

LNNB ) Lo w Noise Narrow Band

LNWB ) Lo w Noise Wide Band

HNNB ) High Noise Narrow Band

HNWB ) High Noise Wide Band
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Chapter 6

Cyclostationary Beamforming with

Broadband F ron t End Filtering, and

Arra y Resp onse Estimation

Tw o no v el techniques are intro duced for the purp ose of b eamforming in a high noise

en vironmen t. The �rst of which is fron t end �ltering the receiv ed signal b efore b eam-

forming to reduce the magnitude of the noise p o w er. The second technique investi-

gated uses the time lag b etw een array elements to calculate the array resp onse of the

system. Arra y resp onse estimation is exp ected to reduce the time to convergence of

the algorithms.

6.1 F ron t End Filter Motiv ation

As demonstrated in T able 3.2, the Ka broadband satellite system is a noise-limited

en vironmen t. This places a di�eren t emphasis on b eamforming algorithms than in

in the case of in terference limited en vironmen ts. Preliminary calculations using the

large gain of a parab olic antenna indicate that a large amount of p o w er or gain from

the earth station (up to 74.86 dB, T able 3.2) w ould b e required to pro duce a SINR

ratio su�cien tly strong to pro vide a reliable link in most w eather conditions. (i.e. an

outage rate of 0.01 %)
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The literature to date has fo cused on cyclic b eamforming en vironmen ts where

the system is in terference limited and the relative SINR is high, t ypically 0 - 20 dB.

These systems w ere applied to low er frequency earth based applications where there

is in terference from other systems, or in multi-path en vironmen ts.

Filtering w as considered as a metho d to reduce the noise in the system. The

FRESH �ltering technique employs cyclostationarit y (Section 4.7) but is mainly de-

signed for eliminating interference in the system. It is also computationally exp ensive.

W e prop ose basic fron t end digital �ltering for the Ka satellite en vironmen t, in

com bination with b eamforming. Cyclostationarity w orks on the principle of rejecting

frequencies which are not equal to the cyclic frequency � . The algorithm's abilit y to

reject other frequencies is dep enden t on the relative p o w er of the desired signal and

the in terference.

In Section 5.1.1 the cyclic frequency will b e c hosen to b e t wice the conjugate of

the o�set frequency of the c hannel of interest. Since this is the only signal parameter

up on which the cyclic b eamforming algorithms dep end, all the other frequencies of the

receiv ed signal ma y b e attenuated for the purp ose of b eamforming. This includes the

signal information as w ell as noise and interference. Only the carrier comp onen t must

b e preserv ed at each antenna element. Once the b eamforming w eigh ts are calculated,

they ma y b e applied to the un�ltered signal, yielding the b eamforming gain. A sk etch

of this technique in the frequency domain is presented in Figure 6.1.

F ron t end �ltering ma y b e seen as a metho d of altering the noise subspace of

the system. F rom this p ersp ective, the fron t end �lter reduces the magnitude of the

frequency comp onen ts in the noise sub-space while lea ving the signal sub-space ideally

una�ected.

F ron t end �ltering a voids the need for eigen v alue decomp osition or detailed kno wl-

edge of the noise en vironmen t and ma y o�er a simple metho d of impro ving cyclosta-

tionary b eamforming algorithms.
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Figure 6.1: a) Receiv ed w a veform magnitude b efore �ltering b) Receiv ed w a veform

magnitude after �ltering

82



6.2 Filtering E�ect on Cyclic Sp ectral Correla-

tion

The e�ect of �ltering on a cyclic signal is presented b elo w in the frequency domain

in terms of the sp ectral correlation of a signal. The calculation of the sp ectral cor-

relation is related to the cyclic auto correlation calculation (Section 4.6), which is

directly related to the p erformance of cyclic b eamforming algorithms (Section 4.9).

The presen tation of the deriv ation relies on concepts presented in Section 4.

The follo wing mo dels will b e used throughout this c hapter.

x

l

( t ) = s ( t; f

c

) e

j  

l

+

X

k

i

l j k

( t ) e

j %

l

+ n ( t ) (6.1)

where x

l

( t ) is the receiv ed signal from antenna element l . The terms  

l

and %

l

are the corresp onding array phase factors which e�ect the desired and interference

signals, resp ectively . The interference is mo deled as b eing deterministic sin usoids with

frequencies f

k

6= f

c

where f

c

is the o�set carrier frequency of the desired signal ( L

�

= 1

signal en vironmen t, Section 4.9.1). In terference terms are iden tical in magnitude

such that j I

k

j = j I j . The white noise is represen ted b y n ( t ). It has an indep enden t

Gaussian distributed magnitude N ( t ) with mean �

n

�

= 0 and v ariance �

2

n

�

n

�

, and an

indep enden t uniformly distributed phase � ( t ) from [ � � ; � ] o ver all frequencies. The

signal mo del de�nitions are summarized b elo w:

s ( t; f

c

) = j A

sig

j e

j 2 � f

c

t

(6.2)

i

k

( t; f

k

) = j I j e

j 2 � f

k

t

(6.3)

n

l

( t; f ) = j N

l

( t; f ) j e

j �

l

( t )

(6.4)

The �ltered signal v ( t ) is obtained b y convolving the receiv ed signal x ( t ) b y the

�lter h ( t ).

v

l

( t ) = h ( t ) 
 x

l

( t ) (6.5)
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h ( t ) =

Z

1

�1

j H ( f ) j e

j � ( f )

e

j 2 � f t

d f (6.6)

(6.7)

The �lter parameters are b ounded in the following manner.

j H ( f ) j =

8

>

<

>

:

j A

f ilt

j < 1 f 6= f

c

1 f = f

c

(6.8)

(6.9)

T o sho w the mec hanism of how the cyclic correlation pro cess w orks, the sp ectral

content of the signal is calculated for the frequency � [15]. The signal is represen ted

in terms of its �nite-time F ourier transform sho wn b elo w:

V

l j T

F A

( t; � )

4

=

Z

t + T

F A

= 2

t � T

F A

= 2

v

l

( u ) e

� j 2 � � u

du (6.10)

The term T

F A

is the is the F ourier a veraging time p erio d. Tw o sp ectral comp o-

nen ts at frequencies � = f + �= 2 and � = f � �= 2 from arbitrary antenna elements can

b e correlated b y in tegrating o ver the correlation a veraging time 4 t , and normalizing

each signal b y

p

T

F A

. Here, f is the midp oin t b etw een the frequency separation �

[15].

S

�

v

l

v

k

j T

F A

( f )

4 t

4

=

1

4 t

Z

4 t= 2

�4 t= 2

1

p

T

F A

V

l j T

F A

( t; f + �= 2) (6.11)

�

1

p

T

F A

V

�

k j T

F A

( t; f � �= 2) dt

The ideal sp ectral correlation co e�cient ma y b e found b y letting the limit of

4 t ! 1 and T

F A

! 1 .

S

�

v

l

v

k

( f )

4

= lim

T

F A

!1

lim

4 t !1

S

�

v

l

v

k

j T

F A

( f )

4 t

(6.12)
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The order of the limit is imp ortant. As 4 t ! 1 all random terms are a veraged

to their mean v alue. As T

F A

! 1 , the F ourier integral results in the rejection of all

frequencies except for f = � .

If the order of the limit is c hanged, the limit T

F A

! 1 w ould decomp ose the

signal v

l

( t ) in to a discrete summation of F ourier comp onen ts in the time domain or

Dirac delta functions in the frequency domain. The contin uous time correlation do es

not exist for discrete mo dels when 4 t < 1 [16].

Figure 6.2 sho ws the basic pro cessing blo c ks for the calculation of the cyclic cor-

relation matrix. The signal is receiv ed from the antenna, then downcon verted. The

signal is time a v eraged to remove the random comp onen ts, then is F ourier trans-

formed at the cyclic frequency . This step removes all non-random interference. The

�nal pro cessing step com bines signals from other antenna elements for the calcula-

tion of the cyclic correlation matrix which is used b y the b eamforming algorithm to

calculate the b eam w eigh ts.

The follo wing sections will investigate how the pulse shap e e�ects the signal mo del

in the calculation of the cyclic correlation matrix. A discrete time mo del will b e used

to illustrate the e�ects of �ltering on the signal. Limiting conditions with resp ect to

the �lter bandwidth, and time a veraging will b e presented. Finally , the implications

of these �ndings will b e summarized.

6.2.1 Un�ltered Noise Sample Mo del

F or un�ltered time a veraging, the signal w a veform is p erio dically sampled. The ideal

noise samples consist of uncorrelated delta functions of random Gaussian amplitude

and uniformly distributed phase in the time domain. In the frequency domain, the

signal has a constan t noise p o w er o ver all frequencies. The phase of the noise p o w er

is zero. This is sho wn in Figure 6.3.
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6.2.2 Ideal Filter Mo del

Equations for the ideal �lter in the time and frequency domain are presented b elo w

[19]:

j H ( f ) j =

8

>

<

>

:

j A

f ilt

j = 1 W � f

c

< j f j < W + f

c

0 otherwise

(6.13)

� ( f ) =

8

>

<

>

:

2 � t

o

( f ) W � f

c

< j f j < W + f

c

0 otherwise

(6.14)

h ( t ) = 2 W sinc (2 W ( t � t

o

)) (6.15)

A diagram of the ideal �lter pulse is sho wn in Figure 6.4.

6.2.2.1 Amplitude Distortion

The ideal �lter is mo deled as b eing uniform with zero attenuation in the passband

from � W ! W in the frequency domain. The F ourier transform for this pulse is the

sinc ( u ) = sin( � u ) =� u pulse.

6.2.2.2 Ideal Phase

The ideal phase resp onse of the �lter consists of an angle which is a linear function

of the frequency . In the time domain this represen ts a time dela y which is related to

the slop e of the phase in the frequency domain.

6.2.2.3 Ideal Filter Impulse Resp onse

The time domain represen tation of the F ourier transform of the ideal �lter is sho wn

in Figure 6.4 (c). This sk etch sho ws the pure time dela y which results from the ideal

phase. The sinc ( u ) pulse is a consequence of the constan t attenuation in the �lter

passband.
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Figure 6.4: a) F requency domain magnitude of an ideal �lter pulse. b) F requency

domain phase of an ideal �lter pulse. c) Time domain impulse resp onse of an ideal

�lter.
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6.2.3 Non-Ideal Filter Mo del

The e�ect of a non-ideal �lter w as derived to see how this c hanged the rate of conver-

gence of the cyclic correlation calculation. The amplitude and phase in the frequency

domain of the non-ideal �lter are mo deled as follows:

j H ( f ) j =

8

>

<

>

:

j A

f ilt

j = 1 W � f

c

< j f j < W + f

c

0 otherwise

(6.16)

� ( f ) =

8

>

<

>

:

2 � t

o

+ b sin( � =W f ) W � f

c

< j f j < W + f

c

0 otherwise

(6.17)

6.2.3.1 Amplitude Distortion

As men tioned in Section 6.2 the only kno wn frequency needed for b eamforming is

the cyclic frequency f

c

. This single frequency can b e thought of as the message

bandwidth. Therefore as long as the cyclic frequency is not attenuated, there will b e

no amplitude distortion of the carrier frequency .

As men tioned in Chapter 4 and sim ulated in [34], the cyclic temp oral correlation

co e�cient dep ends on the magnitude of the cyclic correlation frequency � . This

quan tit y in turn controls the convergence rate of the b eamforming algorithm. A

non-uniform amplitude attenuation which meets the condition of Equation 6.8 w ould

ha v e the p ositiv e e�ect of further attenuating the non-cyclic frequencies as compared

to the ideal �lter mo del. The ideal �lter frequency magnitude is a w orst-case �lter

amplitude scenario and is used for this deriv ation due to its simplicit y in calculation.

6.2.3.2 Non-Ideal Phase

The e�ect of a non-ideal �lter phase w as investigated based on the mo del presented

b y [19 ]. The phase is sho wn in Figure 6.5 (b). The equation of the phase as a function

of the frequency is sho wn in Equation 6.17. Here the constan t b is assumed small

such that the �rst order approximation e

j ( b sin( � =W f ))

= 1 + b sin( � =W f ) is v alid.
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Figure 6.5: a) F requency domain magnitude of an non-ideal �lter. b) F requency

domain phase of an non-ideal �lter.
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6.2.3.3 Filter Impulse Resp onse

The F ourier transform of the non-ideal pulse based on Equation 6.2.3.2 is derived as:

h ( t ) = 2 W sinc ( W ( t � t

o

)) + (6.18)

bW [ sinc (2 � ( W t + 1 = 2)) + sinc (2 � ( W t � 1 = 2))]

A time domain sk etch of this pulse is sho wn in Figure 6.6 and 6.7. In comparison

to the ideal �lter pulse, the non-ideal phase results in a wider o verall signal in the

time domain.
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Figure 6.6: Comp onen ts of a �lter with non-ideal phase resp onse

6.2.4 Time Av eraging Computation

The purp ose of time a veraging is to eliminate the random comp onen ts of the receiv ed

signal. Equation 6.1 mo dels the random noise signal in terms of t w o indep enden t

pro cesses, the zero Gaussian mean and the zero mean uniformly distributed phase.

These t w o pro cesses are ergo dic [32].
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widening.
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6.2.4.1 Indep enden t Time Samples

F or the calculation of indep enden t time samples, the time a veraged mean ma y b e

found b y [32]:

� = lim

4 t !1

1

N

4 t

N

4 t

X

i =1

x

i

(6.19)

= � (6.20)

where � is the sample mean and N

4 t

is the n umb er of noise samples. The rate of

conv ergence to the true mean is 1 = N

4 t

.

The un biased sample v ariance of indep enden t signals for an unknown mean can

b e estimated as [32]:

�

2

n

l

n

l

=

1

( N

4 t � 1)

N

4 t

X

i =1

�

2

n

l

n

l

j i

(6.21)

6.2.4.2 Correlated Time Samples

When the time samples are correlated, the time to convergence is a�ected b y a factor

which dep ends on the amount of correlation among the samples:

�

N

4 t

;K

4

=

N

4 t

X

i =0

K

X

k = � K

j �

c

( i � k ) j (6.22)

� =

1

N

4 t

N

4 t

X

i =0

K

X

k = � K

�

c

( i � k ) x

k

(6.23)

<

�

N

4 t

;K

N

4 t

N

4 t

X

i =0

x

i

(6.24)

where �

N

4 t

;K

is the correlation co e�cient sum, 2 K is the correlation p erio d, and

�

c

( i � k ) is the correlation b etw een time samples i and k .

The time a v eraged term � will converge almost surely to the true mean � in the

limit as 4 t ! 1 if �

N

4 t

;K

is �nite.
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A similar calculation ma y b e p erformed for the v ariance of the correlated time

samples which sho ws:

�

2

n

l

n

l

<

[�

N

4 t

;K

]

2

N

4 t

� 1

N

4 t

X

i =1

�

2

n

l

n

l

j i

(6.25)

6.2.4.3 Noise Sample Correlation Co e�cien t for the sinc ( u ) Pulse

It can b e sho wn that [18 ]:

sinc ( u ) <



u

p

(6.26)

where p > 1 and  is a scaling constan t, and the main lob e of the sinc ( u ) pulse

has �nite width. If b oth functions are integrated, the sinc ( u ) pulse is sho wn to b e

b ounded b y a monotonically decreasing function for the time p erio d 0

+

! 4 ta :

lim

4 t !1

Z

4 t

0

+

sinc ( u ) du < lim

4 t !1



Z

4 t

0

+

u

� p

du (6.27)

= lim

4 t !1

� 

p

u

� p +1

4 t

0

+

(6.28)

= �

4 t;K

(6.29)

< 1 (6.30)

This result sho ws that pulses which are correlated b y a sinc ( u ) function will

conv erge as the n umb er of samples approac hes in�nity b y Equation (6.24). The time

to conv ergence of the sinc ( u ) pulse is dela yed b y the factor �

N

4 t

;K

, and the main

lob e width of the sinc ( u ) function must b e �nite.

6.2.5 E�ect of Filtering on Time Av eraging

Section 6.2 sho ws that for the elimination of the random comp onen ts in the cyclic

auto correlation calculation it is necessary to time a verage the inputs. In the limit as

4 t go es to in�nity , all random comp onen ts will b e removed.
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The �lter has the e�ect of spreading out the input w a veform in the time domain.

Hence, the uncorrelated un�ltered noise b ecomes correlated after �ltering. This re-

duces the e�ectiveness of time a veraging and increases the required correlation time

(Section 6.2.4.3).

F urthermore, for the case where the �lter's phase resp onse is giv en b y Equation

6.17 , the pulse is spread out more. This is sho wn in Figure 6.7. The larger the

deviation from the ideal phase resp onse, the larger the pulse spread, and therefore

the longer the required a veraging time to reac h convergence. It is imp ortant to note

that as long as the main lob e of the sinc ( u ) pulse is �nite in the duration, the limit

as 4 t ! 1 is not a�ected.

6.2.6 E�ect of Filtering on the Noise P o w er

The fact that the noise is limited to the frequency band from � W ! W for the

�ltered signal, reduces the noise p o w er of the system. This increases the SNR of the

input signal to the b eamformer which impro ves the convergence rate. Sim ulations b y

[34] and [2] sho w that the higher the SNR v alue, the quic ker the rate of convergence

for cyclostationary b eamforming algorithms.

6.2.7 Limit as the Filter Bandwidth Approac hes In�nit y

The e�ect of letting the �lter bandwidth approac h in�nity is considered:

6.2.7.1 E�ect on Filter Amplitude

As the �lter bandwidth W ! 1 , the �lter impulse resp onse is more concen trated.

In the limit, the �lter impulse resp onse b ecomes a delta function. This is the case

for b oth the ideal and non-ideal �lter mo del and is iden tical to the pulse of the

non-�ltered noise sample.
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6.2.7.2 E�ect on Filter Phase

The widening of the �lter bandwidth will have the e�ect of reducing the slop e of the

�lter phase in the frequency domain. This will result in a decrease in the time dela y .

F or the non-ideal �lter case, the distortion and the corresp onding time pulse dilation

will also b e reduced. In the limit, the phase dela y and distortion w ould b e zero for

b oth the ideal and non-ideal �lter.

6.2.7.3 E�ect on Time Av eraging

When the �lter bandwidth reac hes in�nity , the correlation of the di�eren t time sam-

ples is remo v ed. Therefore there is no degradation in the time a veraging p erformance

of the algorithms. The resulting calculation is iden tical to the non-�ltered scenario.

6.2.7.4 E�ect on Noise P o w er

The broadening of the �lter bandwidth results in a rejection of few er noise frequency

comp onen ts. As a result the noise p o w er increases. In the limit, the input noise p o w er

is iden tical to the non-�ltered condition.

6.2.8 Limit as the Filter Bandwidth Approac hes Zero

In this limit, the �lter bandwidth is narrow ed to reject all frequencies other than the

o�set carrier frequency needed for b eamforming.

6.2.8.1 E�ect on Filter Amplitude

As the �lter's bandwidth b ecomes more narrow, the impulse resp onse b ecomes more

dilated in the time domain for b oth the ideal and non-ideal signal mo del. When the

limit is reac hed, the �lter signal is uniform for all time.
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6.2.8.2 E�ect on Filter Phase

The compression of the �lter bandwidth will have the result of increasing the slop e

of the phase for the ideal �lter resp onse. This will result in the pulse having a longer

dela y .

F or the non-ideal case, the phase distortion will b ecome greater as the bandwidth

decreases. Based on Equation 6.17, this corresp onds to an increase in the magnitude

of the constan t b . As a result, the time domain resp onse will b e further dilated.

6.2.8.3 E�ect on Time Av eraging

F or the ideal �lter the dilation of the impulse resp onse in the time domain will decrease

the e�ectiveness of time a veraging, as the correlation time among samples b ecomes

longer. The pure phase dela y will not a�ect the time a veraging convergence rate.

In the case of the non-ideal �lter, b oth the dilation due to the magnitude, and

the dilation due to an increase in the phase distortion will degrade the e�ectiveness

of time a v eraging on the reduction of the noise p o w er.

When the �lter frequency resp onse reac hes the limit � ( f � f

c

) for b oth the �ltered

and un�ltered cases, the impulse resp onse will b e uniform for all v alues of time,

and the p erio d of the sinc ( u ) pulse will b e in�nite. As a result, the random noise

comp onen t at the carrier frequency will not b e removed due to time a veraging.

6.2.8.4 E�ect on Noise P o w er

When the �lter frequency resp onse reac hes the limit � ( f � f

c

), only the noise which

is presen t at the carrier frequency remains. As explained in Section 6.2.8.3, time

a v eraging will not reduce this random comp onen t.

6.2.9 Finite Time F ourier T ransform

The function of the �nite time F ourier transform is to reject the non-random inter-

ference signals at frequencies other than the cyclic frequency . The �nite time F ourier
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transform acts m uc h lik e a bric kwall �lter whose passband b ecomes more narrow as

the a v eraging time increases.

With reference to Equation 6.10, the transform for the �ltered signal at the cyclic

frequency � after the random frequency comp onen ts have b een a veraged to zero can

b e written as:

V

l j T

F A

( � ) = j A

sig

j e

j  

l

+

K

X

k =1

j I jj H ( f

k

) j e

j � ( f

k

+ %

l

)

sinc (( � � f

k

)( T

F A

)) (6.31)

The �lter's e�ect do es not alter the cyclic carrier frequency information and do es

atten uate the in terference signals which w ould increase the rate of interference rejec-

tion [34]. The e�ect of the �nite time F ourier transform can b e compared to the case

for ideal �ltering where the �lter passband narrows to a p oin t ab out f

c

.

It should b e noted that the �lter intro duces a phase comp onen t to the interference

signal. This w ould harm the p erformance of b eamforming techniques which intro duce

b eam pattern n ulls to blo c k out interferers. Since this thesis fo cuses on a noise-limited

c hannel, such an investigation w as not pursued.

6.2.10 Summary of Filtering's E�ects on Beamforming

The goal of �ltering is to reduce the input noise p o w er into the b eamformer under

conditions where the signal en vironmen t is noise limited. The only signal criteria that

m ust b e preserv ed is the cyclic carrier frequency . Based on the preceding sections,

the follo wing statements can b e made:

6.2.10.1 Noise P o w er Reduction

As sho wn in Section 6.2.6, the �lter reduces the noise p o w er input to the system.

This noise p o w er reduction increases as the bandwidth decreases, and in this manner

increases the SNR of the signal input into the b eamformer. The increase in the SNR

will impro v e the convergence rate of the algorithm [34] [2]. The only condition on the

�lter magnitude is that the cyclic carrier frequency not b e attenuated.
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6.2.10.2 E�ect of Filtering on Time Av eraging

The cyclic correlation calculation is based on the principal of ergo dicity . In the

un�ltered condition, all time samples are mo deled as b eing statistically indep enden t.

Therefore time a v eraging reduces the random signal's v ariance at a rate of 1 = ( N

4 t

� 1)

for the condition of unknow phase [29]. Here, N

4 t

corresp onds to the n umb er of noise

samples of the signal.

Filtering has the following t w o e�ects on the rate of time a veraging:

� Limiting the input noise frequencies results in a sinc ( u ) pulse shap e (Section

6.2.2). The dilation of the noise samples in the time domain correlates the

samples and in turn decreases the rate of convergence. It is p ossible that under

low noise conditions, the correlation of the time samples will out w eigh t the

e�ects of noise p o w er rejection. Therefore, �ltering is predicted to b e most

b ene�cial in noise limited en vironmen ts. This will b e veri�ed in the sim ulation

tests.

� In the case of non-ideal �ltering, the phase distortion also results in a dilation

of the signal pulse (Section 6.2.3.2). The phase dilation increases as the �lter

bandwidth decreases the rate of convergence (Section 6.2.3.2).

6.2.10.3 E�ect of Filtering on Con v ergence

In Section 6.2.5 it w as sho wn that as long as the �lter impulse resp onse w as �nite,

the e�ects of time a veraging w ould reduce the random e�ects of the receiv ed signal,

and the �ltered and un�ltered signals w ould b e the same in the limit as 4 t ! 1 .

The rate of convergence dep ends on the trade-o� b etw een the �lter's noise reduc-

tion (Section 6.2.6), and the input pulse's time dilation.

6.2.10.4 Motiv ation for Phase Comp ensation

An e�ective metho d of reducing the time dilation and impro ving the time a veraged

v ariance reduction is through phase comp ensation of the �ltered signal. Since the
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frequency resp onse c haracteristics of the �lter are kno wn and deterministic, therefore

phase comp ensation ma y b e easily applied.

Phase comp ensation ma y tak e the form of conjugate multiplication of the �ltered

signal b y the �lter's phase resp onse. A second metho d could b e a time domain

implementation where the �ltered signal is passed through the �lter with a rev ersed

impulse resp onse sequence to remove the time dela y (F orward-Bac kward �ltering).

6.2.10.5 Motiv ation for Adaptiv e Filtering

The trade-o� b et w een the pulse dilation and noise magnitude reduction which results

from �ltering indicates that there ma y b e an optim um �lter bandwidth to maximize

the conv ergence rate which dep ends on the signal en vironmen t. The practicality of

this adaptation w ould dep end on the degree of convergence rate impro vemen t, and

the asso ciated computational exp ense.

6.3 Cyclostationary Arra y Resp onse Estimation

A parameter of the cyclic correlation matrix calculation which has not b een directly

in v estigated for b eamforming applications is the dela y parameter � . The dela y repre-

sents the relative time dela y b etw een t w o signals in the second-order cyclostationary

cross-co v ariance.

R

�

x

r

x

j

( �

r;j

) = h x

r

( t ) x

( � )

j

( t + �

r;j

) i

1

(6.32)

In the ab o v e equation x

r

corresp onds to the reference signal, and �

r;j

is the selected

dela y parameter.

F or the sp ecial case where the signal of interest is a sine w a ve, this dela y translates

in to a simple phase shift. If the dela y parameters of each element could b e found with

resp ect to a single reference element of the antenna array , then the array resp onse

v ector with resp ect to that element ma y b e easily calculated.
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It m ust b e noted that the reference sin usoid must b e one of the antenna elements

of the arra y , not an indep enden tly generated sin usoid. This necessit y arises from the

fact that the arra y sin usoid is mo dulated according to some unknown bit sequency . If

this message mo dulation is not present, the signals will not converge. This b ehavior

w as tested in sim ulations.

An algorithm for the estimation of the array resp onse based on the relative dela y

among elements is prop osed using a simple binary search algorithm. Tw o dela y v alues

corresp onding to the start and end of the p erio d of the o�set sin usoid w ere c hosen.

The cyclic correlation w as calculated for the upp er and low er b ound of the dela ys

selected. A binary search algorithm w as implemented. The dela y resulting in the

largest calculated v alue of the real comp onen t of the temp oral correlation co e�cient

w as selected as the next b ound in the binary search.

When the exact dela y factor is found, the real part of the temp oral correlation

co e�cient is equal to 1.

The arra y resp onse estimation technique prop osed can b e compared to sev eral

algorithms existing in the literature. It is most similar to the Phase estimation tech-

nique (Section 4.9.4) in that b oth algorithms use an antenna element as a reference

signal to estimate the array resp onse. The Phase algorithm uses a least squares cost

function while the Arra y estimation technique p erforms a search of the time dela y

v alue which will maximize the real part of the temp oral correlation co e�cient.

The application of the cyclic array resp onse estimation is to pro vide a metho d

of calculating the array resp onse of the antenna which ma y b e up dated dynamically ,

and which will b e robust with resp ect to errors or comp onen t failures. Applications

ma y also b e used to �nding direction of arriv al for simple antenna geometries.
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6.4 F ron t End Filtered SCORE Beamforming T ec h-

niques

Tw o basic b eamforming algorithms w ere selected for application to the linear antenna

arra y and for the parab olic antenna array in the L

�

= 1 en vironmen t. The least

squares algorithm w as c hosen for its simplicit y , and to giv e a low er b ound on the

p erformance of an algorithm with minimal computational complexit y . The Cross-

Score algorithm w as selected based on its sup erior convergence rate. Many of the

algorithms presen ted in literature aim at reducing the computational complexit y of

the Cross SCORE while maintaining the same convergence rate, or impro ving the

algorithms in an interference en vironmen t.

The satellite en vironmen t is mo deled as a slo wly time-v arying. This is supp orted

b y the condition that the earth station is stationary during transmission, and b y the

observ ation that c hanging w eather patterns are not fast enough to result in quic kly

c hanging c hannel parameters. This allows the satellite en vironmen t the adv antage

of a relatively long convergence time as compared to the mobile signal en vironmen t.

This long conv ergence time will b e necessary in the time estimation of the cyclic

correlation matrix in a high noise en vironmen t.

The sub-space constrained techniques w ere not applied. The �rst reason for this

is the increase in computational complexit y which w ould result. The second reason is

that fron t end �ltering is exp ected to reduce the e�ectiveness of the sub-space tech-

nique, though this has not b een veri�ed. Optim um implementation of the following

algorithms in terms of computation and hardw are will not b e investigated in detail

in this thesis. The main fo cus will b e on the p erformance of the di�eren t algorithms

under di�eren t conditions.

The follo wing sections describ e the implementation of v arious mo di�cations of

the SCORE algorithms. Figures 6.8 and 6.9 giv e a graphic represen tation of these

sc hemes.
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6.4.1 SCORE Algorithm (SCORE)

The �rst test condition used w as the basic SCORE algorithm. (Least Squares or

Cross Score) These algorithms w ere applied directly to the receiv ed signal from the

an tenna arra y . F or future reference, this metho d will b e referred to as the SCORE

implementation.

6.4.2 Filtered SCORE Algorithm (F-SCORE)

The �ltered SCORE algorithm consists of a the prop osed fron t-end �lter lo cated

along each an tenna element array path. This �lter's task is to remove the noise

comp onen t of the receiv ed w a veform, while preserving the o�set carrier signature of

the desired c hannel. In the sim ulations di�eren t �lter bandwidths under di�eren t

noise en vironmen ts will b e examined. The basic fron t-end �lter technique has the

adv an tage of b eing very easy to implement, with a minimal amount of computational

complexit y or hardw are. This technique will b e referred to as F-SCORE. (Filtered

SCORE).

6.4.3 Phase Comp ensated SCORE Algorithm (PC-SCORE)

In this implementation, the receiv ed signal is �ltered as with the F-SCORE technique,

but the phase information receiv ed from the array is preserv ed or reco vered. This

ma y b e done through storing the phase data of the digitally sampled w a veform b efore

digital �ltering, and then multiplying the magnitude of the digital w a veform after

�ltering. Other metho ds w ould include multiplying the �ltered signal b y the conjugate

phase resp onse, or b y F orward-Bac kward �ltering where the �ltered signal is passed

through the �lter in rev erse order to remove the time dela y caused b y �ltering. Phase

comp ensation �ltering w ould b e more complex and computationally exp ensive than

the F-SCORE describ ed ab o ve. This b eamforming metho d will b e referred to as

PC-SCORE (Phase Comp ensated SCORE).
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6.4.4 Arra y Estimated SCORE (A-SCORE)

The arra y estimated SCORE technique aims at using an estimation of the antenna

arra y resp onse in initializing the w eigh t vectors to reduce the convergence time. F or

the purp ose of sim ulation, the exact array resp onse of the desired signal w as used as

the initial w eigh t vector to verify if this technique w ould yield any impro vemen t in

p erformance. This technique will b e called A-SCORE. (Array SCORE)

6.4.5 Filtered Arra y Estimated SCORE (F A-SCORE)

The �ltered arra y estimated SCORE has the same motiv ation as the A-SCORE,

except a digital �lter is placed in the pro cessing path as in the F-SCORE algorithm.

This algorithm will b e referred to as F A-SCORE. (Filtered Arra y SCORE)

6.5 T ransitional Filter Design

This section deals with the calculations for a transitional �lter. The calculations

presen ted sho w the general b ehavior of the �lter and the tradeo�s involv ed. Sp eci�c

v alues are altered, and parameters are recalculated in the actual sim ulation section

of the thesis dep ending on the test en vironmen t c hosen.

A transitional �lter w as designed which com bines the relatively steep roll o� of a

Butterw orth �lter with the zero phase distortion of a Bessel �lter. The signal will b e

frequency translated to baseband b efore �ltering.

The follo wing steps w ere p erformed to get the transitional �lter design.

� The minim um passband attenuation for a Butterworth �lter w as determined.

� The stopband frequency of a Butterworth �lter w as determined.

� The order of the Butterworth �lter w as calculated.

� The transfer function of the Butterworth �lter w as calculated, and the p oles

and zeros plotted.
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� A Bessel �lter transfer function w as calculated using the same order and stop-

band criteria as the Butterworth �lter.

� The S-Plane lo cations of the Butterworth and Bessel �lter's p oles and zeros

w ere a v eraged according to a c hosen w eigh ting function.

� The magnitude, phase, and S-Plane co ordinates w ere graphed for each �lter.

Parameter V alue

Max Passband A tten uation (dB) 3

Min Stopband A tten uation (dB) -30

Passband F requency (MHz, Hz) 4, 1

Stopband F requency (MHz, Hz) 5, 1.2

Filter Order 19

Butterworth Filter W eigh t 1

Bessel Filter W eigh t 3

T able 6.1: Sample T ransitional Filter Data and Calculations

Normalized and scaled plots of the magnitude, phase and S-Plane p oles and zeros

are plotted using the ab o ve design parameters.

The S-plane p ole lo cations are sho wn in �gure 6.10.

The T ransitional �lter sho ws a more gradual roll o� in the transition band as

compared to the Butterworth �lter as sho wn in �gure 6.11. How ever its attenuation

c haracteristics are b etter than those of the Bessel �lter. By adjusting the �lter w eigh ts

the transitional �lter ma y b e mo di�ed to resemble the Bessel or Butterworth �lter to

v arying degrees.

The phase resp onse of the transitional �lter is plotted in �gure 6.12. This plot

sho ws that the phase resp onse of the transitional �lter closely follows that of the

Bessel �lter up to a normalized frequency of 0.8. The di�erence b etw een the t w o

plots b ecomes larger at the edge of the passband. Otherwise the phase distortion is

b elo w 5 : 0

�

.
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The ab o v e presented parameters pro duced a go o d realizable �lter which o�ered

adequate atten uation while preserving the phase relation of the signal. F urther in-

v estigation of the tradeo� b etw een phase and attenuation ma y result in �lters b etter

designed for sp eci�c noise and interference en vironmen ts (Section ?? ).
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Chapter 7

SCORE Algorithm Sim ulation Results

7.1 In tro duction

In this c hapter the v arious test conditions are sim ulated for the di�eren t �ltering

algorithms. Plots of the convergence rates of each condition are made to compare the

di�eren t b eamforming metho ds. The convergence plots w ere done o ver 40 indep en-

den t iterations. The n umb er of iterations for the p o w er metho d of the Cross SCORE

w as set to 50. Selected b eam patterns are also plotted.

A plot of the convergence w eigh ts after 3000 symb ols versus the noise lev el or �lter

bandwidth is made for selected conditions. The low er b ound on these graphs is the

SINR of a single element. F or the parab olic antenna, the element with the strongest

receiv ed signal strength based on the direction of arriv al w as c hosen.

The single element p erformance of the parab olic system is highly dep enden t on

the an tenna geometry , the feed co ordinates and the direction of arriv al. Optimizing

these parameters w as not within the scop e of this thesis.
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7.2 Cyclostationary Arra y Estimation P erformance

of the Linear and P arab olic An tenna Con�g-

uration

The cyclostationary array estimation algorithm w as applied for the linear array and

the parab olic an tenna. The linear array is not considered to have enough gain to

mak e it applicable to the high noise satellite en vironmen t, but it do es o�er a familiar

reference to which the algorithms' p erformance can b e gauged.

The parab olic antenna is the antenna con�guration which is most applicable to

the satellite en vironmen t based on the large gain which results from the reector.

The linear array sho w ed a rapid convergence under low noise conditions. This

indicates that the algorithm will w ork in a fa vourable en vironmen t.
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Figure 7.1: Cyclic Arra y Estimation Linear Arra y SINR T est LNNB: Receiv ed

SINR=-12 dB. *-: Optim um SINR, x-:Single Elemen t SINR.

The conv ergence rate of the elements to the optimal phase w as plotted for elements
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# 1 and # 5. Figures 7.2 and 7.3 sho w slo w convergence to the desired phase under

a low noise en vironmen t.
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Figure 7.2: Cyclic Arra y Estimation: Elemen t # 1 Phase Convergence T est LNNB:

Receiv ed SINR=-12 dB. *-: Optim um Angle

The p erformance of the parab olic antenna array is very p o or even under low noise

conditions. All algorithms tend to converge very close to the SINR lev el of the single

strongest element. This can b e seen in Figure 7.4.

Con v ergence p erformance of the algorithms to the ideal phase sho ws very p o or

b ehavior. This can b e seen in Figures 7.5 and 7.6. The fact that the w eigh t angle

uctuates indicates that the calculation of the cyclic auto correlation v alue of the

reference element with the selected array element is p o or. The �nal b eam w eigh t after

3000 sym b ol p erio ds has a very large error which will greatly limit the p erformance

of the b eamformer.

One explanation for the p o or b ehavior of the parab olic antenna is based on the

fact that the an tenna elements all have di�eren t receiv ed p o w er dep ending on their

p osition on the feed plane and the direction of the incoming signal. This is very
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di�eren t compared to the linear array where all elements have approximately the same

receiv ed signal strength. As a result of this v ariation in the receiv ed signal among

elements, the selection of the reference element is very imp ortant in determining the

conv ergence rate of the algorithm for the parab olic antenna. F or the test conditions

presen ted in this section, the relative gain of each antenna element can b e referenced

in T able 7.1. This table sho ws that if element 5 is selected, the signal gain on the

element due to the parab olic signal w ould only b e 12 dB. If element 3 is selected, the

reector gain w ould b e 30.8 dB.

Another factor which signi�cantly e�ects the convergence, is the fact that the

element with the largest signal comp onen t will converge to the correct b eam w eigh t

b efore the others. This ma y explain wh y the achiev ed SINR for the parab olic antenna

is only slightly b etter than the SINR of the strongest single element.

The �nal factor which ma y contribute to the p o or p erformance of the parab olic

an tenna arra y is the sensitivity of the elements with a large gain to error. A slightly

incorrect temp oral dela y estimation could result in a large error when the p o w er of

the elements are added after b eamforming. This w ould result in a degradation in

p erformance.

These explanations are presented as h yp otheses, and w ere not investigated further

in this thesis.

Due to the p o or p erformance of the cyclic array estimation technique, it w as

disquali�ed as a metho d for generating the array resp onse in the high noise satellite

en vironmen t. The implementation if this array estimation technique ma y have an

application for linear arrays in a low er noise en vironmen t.

7.3 E�ect of Arra y Initialization

F or the conv en tional algorithms, the w eigh ts used for b eamforming are set to an

initial v alue which is not related in any w a y to the direction of arriv al of the incoming

signal. The e�ect of initializing the w eigh t vector to an approximation of the direction
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of arriv al w as hop ed to reduce the convergence time of the SCORE algorithms. F or

the algorithms considered, the initial b eam w eigh ts w ere those which w ould pro duce

the optimal SNR.

As sho wn in Figure 7.28 this impro vemen t in convergence w as not observ ed. The

p erformance of SCORE, A-SCORE, and F-SCORE, F A-SCORE resp ectively w ere al-

most iden tical. This b ehavior w as observ ed for b oth Least Squares and Cross SCORE

techniques, an tenna con�gurations and all test conditions considered.

The reason for this result ma y b e understo o d b y referencing Equation (4.56) for

the Least Squares SCORE and (4.65) and (4.66) for the Cross SCORE algorithm.

The most imp ortant calculated v alue for determining the b eam w eigh ts is the time

a v eraged estimation of the auto correlation matrix and the cyclic auto correlation ma-

trix. If estimation of these t w o v alues is p o or, then any adv antage gained b y the

initialization of the b eam w eigh ts is lost.

F or the implementation of the Cross SCORE algorithm in the L

�

= 1 en vironmen t,

initialization of the w eigh t vector should reduce the n umb er of iterations necessary for

the conv ergence of the p o w er metho d implementation. This computational reduction

w as not exp ected to b e signi�cant as compared to the time a verage calculation of the

cyclic correlation matrix.

It m ust b e noted that cyclic array estimation w eigh ts w ere not applied to the

receiv ed data at the antenna elements but as a part of the b eamforming calculation.

It is conceiv able that using the cyclic array estimation directly on the receiv ed data

could impro v e the b eamforming convergence.

7.4 P erformance Comparison b et w een Cross SCORE

and Least Squares SCORE

The t w o extremes of the SCORE family of algorithms w ere tested. The least squares

SCORE is the least complex metho d using the SCORE technique, while the Cross
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SCORE technique is computationally the most exp ensive, and also has the b est p er-

formance.

The graphs presented in this section sho w the relative p erformance of the t w o

algorithms under a high noise en vironmen t for b oth the linear and parab olic con�gu-

ration. The noise p erformance of the algorithm w as considered the most crucial test in

ev aluating the suitability of an algorithm for the b eamforming satellite en vironmen t

presen ted in this thesis.

Linear Arra y

The test en vironmen t considered w as test LNNB which consisted of a narrow

�lter bandwidth. The sim ulation results for the convergence rates of the least squares

SCORE and Cross SCORE are presented in Figures 7.8 and 7.9 resp ectively .

The least squares score sho ws a p o or convergence rate for all techniques considered

as compared to the Cross SCORE technique when the SNR is low (-12 dB). As the

SNR decreases, b eamforming p erformance deteriorates further. This can b e noticed

b y comparing the converged SINR v alues for the Least Squares and Cross SCORE

algorithms after 3000 symb ol p erio ds. (Figures 7.10 and 7.11)

P arab olic An tenna

The Least Squares SCORE algorithm has only a slightly w orse p erformance as

compared the the Cross SCORE technique for low noise en vironmen ts using the

parab olic an tenna array . This indicates that the Least Squares SCORE algorithm

p erformance trade o� with resp ect to the computational complexit y ma y b e justi�ed

for low noise en vironmen ts using a parab olic antenna (Figures 7.12 and 7.18).

The noise p erformance of the Least Squares SCORE algorithm quic kly deteriorates

as the noise lev el increases as compared to the Cross SCORE algorithm. This sho ws

the sensitivity of the Least Squares SCORE algorithm, and its lac k of robustness.

This can b e seen in the Figures 7.14 and 7.15
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Figure 7.8: LS-SCORE Linear Arra y SINR, T est LNNB. Receiv ed SNR=-12 dB. *-:

Optim um SINR, x-:Single Elemen t SINR.
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Figure 7.9: Cross-SCORE Linear Arra y SINR, T est LNNB. Receiv ed SNR=-12 dB.

*-: Optim um SINR, x-:Single Elemen t SINR.
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Figure 7.10: LS-SCORE Converged SINR Linear Arra y Noise Performance: T est

LNNB. *-: Optim um SINR, x-:Single Elemen t SINR
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Figure 7.11: Cross-SCORE Converged SINR Linear Arra y Noise Performance: T est

LNNB. *-: Optim um SINR, x-:Single Elemen t SINR
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Figure 7.12: LS-SCORE Parab olic An tenna SINR, T est LNNB. Receiv ed SNR=-36

dB. *-: Optim um SINR, x-:Single Elemen t SINR.
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Figure 7.13: Cross-SCORE Parab olic An tenna SINR, T est LNNB. Receiv ed SNR=-36

dB. *-: Optim um SINR, x-:Single Elemen t SINR.
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Figure 7.14: LS-SCORE Converged SINR Parab olic An tenna Noise Performance:

T est LNNB. *-: Optim um SINR, x-:Single Elemen t SINR
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Figure 7.15: Cross-SCORE Converged SINR Parab olic An tenna Noise Performance:

T est LNNB. *-: Optim um SINR, x-:Single Elemen t SINR
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7.4.1 Summary of Filtered Least Square and Cross SCORE

algorithm Comparison

In all test en vironmen ts considered the Cross SCORE outp erforms the Least Squares

SCORE algorithm. F or this reason, the Cross SCORE w as considered the b est can-

didate for the satellite c hannel used in this thesis.

The cause of this impro ved p erformance comes from the adaptation of the control

v ector as w ell as the desired b eam w eigh t vector. This adv antage is discussed in detail

in Section 4.9.1.2.

Least Squares SCORE results will not b e presented in subsequent sections of this

thesis.

7.5 Comparison of the P arab olic and Linear Ar-

ra ys

The t w o an tenna con�gurations c hosen for this thesis are the parab olic and the linear

an tenna. The linear antenna w as selected as a simple implementation which could

o�er a familiar geometry . It is easy to build, and calculations are easy to verify .

The parab olic antenna w as c hosen to supply the link budget with the extra gain

necessary to mak e the Ka band geostationary link feasible. It is the antenna design

which will b e presented in the remaining sections of this thesis.

The linear arra y w as sho wn to have the same p erformance patterns as the parab olic

an tenna except at a muc h low er noise p o w er lev el. This fact sho ws that the b eamform-

ing algorithms tested do not dep end on the array geometry . Algorithms only dep end

on maximizing the c haracteristic cyclostationary frequency . Th us, cyclostationary

algorithms ma y b e dev elop ed for sp eci�c en vironmen ts, and could b e implemented

on di�eren t an tenna con�gurations without mo di�cation.

Comparison of the parab olic and linear array p erformance ma y b e made using

�gures presen ted in Section 7.4.
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7.6 Beam P attern P erformance

The b eam patterns of the v arious antennas, test conditions and algorithms w ere

plotted. These plots w ere used to verify if the b eamforming algorithms pro duced a

radiation pattern which corresp onds to the direction of arriv al of the desired signal.

Plots are made after a correlation time of 3000 symb ols.
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Figure 7.16: CS-SCORE Parab olic An tenna Beam Pattern, T est LNNB. Receiv ed

SNR=-36 dB. *-: Optim um SINR.

Figures 7.16 and 7.17 sho w the degradation in p erformance of the b eam pattern

as the noise lev el increases. The '*-' curv e sho ws the b eam pattern based on optim um

w eigh ts. The degradation w as observ ed to corresp ond to the convergence p erformance

for all test conditions and parameters. Only the e�ect of the reduction in gain due

to imp erfect b eamforming w as investigated in this thesis. E�ects such as increased

sidelob e lev els and other non-idealities are an area of future investigation.
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Figure 7.17: CS-SCORE Parab olic An tenna Beam Pattern, T est LNNB. Receiv ed

SNR=-36 dB. *-: Optim um SINR.
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7.7 SCORE Algorithm Con v ergence P erformance

In the follo wing pages, the convergence p erformance of the Cross SCORE parab olic

an tenna arra y is presented. This com bination of antenna geometry and b eam pattern

calculation is considered most suitable to the satellite en vironmen t.

The p erformance of the Least Squares and linear array convergence com binations

sho w ed the same trends as for the Cross SCORE parab olic antenna com bination,

except at low er noise p o w er lev els. The explanation of the observ ations in the Cross

SCORE parab olic antenna en vironmen t can b e applied to the Least Squares, linear

arra y techniques.

7.7.1 E�ect of Filter Bandwidth on Con v ergence P erfor-

mance

The �lter bandwidth is aimed at reducing the noise p o w er which is input into the

b eamformer. Section 6.2.10 describ es the tradeo� b etw een noise attenuation and

pulse dilation in the time domain which a�ects the rate of convergence.

Performance comparisons in Figures 7.18 and 7.27 sho w that the SCORE algo-

rithm outp erforms the F-SCORE algorithm when the �lter bandwidth is narrow. If

the �lter bandwidth is widened, the p erformance of the F-SCORE algorithm impro ves,

and approac hes the p erformance of the PC-SCORE algorithm. This impro vemen t is

more clearly seen in Figures 7.20 and 7.28 under higher noise conditions.

The degradation of F-SCORE for narrow bandwidth �lters can b e explained b y

the increase in the pulse dilation of the �ltered noise which results from the non-ideal

�lter. This e�ect is sho wn in Section 6.2.3.2.

When the �lter bandwidth b ecomes very large, the p erformance of all �ltered

algorithms approac hes the p erformance of the un�ltered SCORE metho d as exp ected

and sho wn in Section 6.2.7. This can b e seen in Figure 7.22.

Figures 7.23 and 7.24 sho w the p erformance of the parab olic antenna of the di�er-

en t algorithms for di�eren t �lter bandwidths after a convergence time of 3000 symb ols.
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Figure 7.18: Cross SCORE Parab olic Arra y SINR, T est LNNB: Receiv ed SNR=-36

dB. Filter BW= .05Hz. *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.19: Cross SCORE Parab olic Arra y SINR, T est LNWB: Receiv ed SNR=-36

dB. Filter Bandwidth= .2 Hz *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.20: Cross SCORE Parab olic Arra y SINR, T est LNNB: Receiv ed SNR=-42

dB. Filter Bandwidth= .05 Hz *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.21: Cross SCORE Parab olic Arra y SINR, T est LNWB: Receiv ed SNR=-42

dB. Filter Bandwidth= .2 Hz *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.22: Cross SCORE Parab olic An tenna SINR, T est LNNB: Receiv ed SNR=-

40.4 dB. Filter Bandwidth= .4 Hz *-: Optim um SINR, x-: Single Elemen t SINR
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The relative b ehavior of the PC-SCORE and F-SCORE are almost iden tical in the

t w o test cases, though �ltering is seen to make a signi�cant di�erence in convergence

p erformance for the high noise test condition.
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Figure 7.23: Cross SCORE Steady-State for SINR Parab olic An tenna, T est LNNB:

Receiv ed SNR=-40.4 dB. *-: Optim um SINR, x-: Single Elemen t SINR

When the converged SINR is plotted versus the �lter bandwidth for the linear

arra y after 3000 symb ols, the p erformance dep endence of the algorithms is more

dramatic. The linear array sho ws that there is an optimal �lter bandwidth which

corresp onds to a particular en vironmen t. F or example, the optimal p erformance

bandwidth for the F-SCORE algorithm when the receiv ed SNR lev el is -22 dB is close

to 0.1 Hz (T est HNNB). When the receiv ed SNR is raised to -12 dB (T est LNNB),

the optimal �lter bandwidth is approximately 0.2 Hz. This b ehavior is presented in

Figures 7.25 and 7.26. Again �ltering has a signi�cant e�ect on convergence rate

p erformance for the linear array in a high noise en vironmen t. These trends supp ort

the theoretical predictions presented in Section 6.2.

The v ariation of the �lter bandwidth do es not result in a signi�cant p erformance

impro v emen t o v er a large range of �lter v alues. This can b e noted in Figure 7.23

where the p erformance gain for F-SCORE v aried b y only .02 dB for a �lter range of
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Figure 7.24: Cross SCORE Steady State for SINR Parab olic An tenna, T est HNNB:

Receiv ed SNR=-47 dB. *-: Optim um SINR, x-: Single Elemen t SINR

136



1.5 Hz to 3.5 Hz.

The PC-SCORE algorithm is almost at for a bandwidth less than .3 Hz. The

signi�cance of this result sho ws that bandwidth optimization do es not result in signif-

ican t p erformance gains, and ma y not justify the necessary computational exp ense.
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Figure 7.25: Cross SCORE Steady-State for SINR Linear Arra y , T est LNNB: Receiv ed

SNR=-12 dB. *-: Optim um SINR, x-: Single Elemen t SINR

7.8 E�ect of Noise on Con v ergence P erformance

The most signi�cant en vironmen t parameter in the ev aluation of the b eamforming

algorithms is the noise p erformance since the satellite system will b e noise limited.

This section displa ys the convergence of the di�eren t algorithms with the intention of

c haracterizing the noise p erformance limit of the algorithms relative to the optim um

SNR p ossible. Beamforming gains which result from these sim ulations ma y b e to o low

for a practical system. System lev el c hanges to increase the gain w ould b e necessary .
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Figure 7.26: Cross SCORE Steady State for SINR Linear Arra y , T est HNNB: Re-

ceiv ed SNR=-22 dB. *-: Optim um SINR, x-: Single Elemen t SINR
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7.8.1 Con v ergence Rate Deterioration due to Noise

Figures 7.27 to 7.29 sho w the degradation in the convergence rate of the Parab olic

an tenna Cross SCORE metho d as the noise p o w er increases. Noise p erformances

w ere not considered ab o ve 52.5 dB where the output SINR lev els of all the algorithms

deteriorated b elo w the already unsatisfactory SINR lev el generated b y the single

element con�guration. All plots sho w that the PC-SCORE algorithm signi�cantly

outp erforms all other algorithms for the test cases considered.

7.8.2 SCORE Con v ergence Limit due to High Noise

In Figure 7.29 the SCORE and F-SCORE sho w no indication of convergence after

3000 sym b ol p erio ds. F or the basic SCORE algorithm the p o or noise p erformance

ma y b e explained b y the need for a longer convergence time to reject the noise. F or

the F-SCORE algorithm the pulse dilation due to �ltering ma y result in the p o or

p erformance. These e�ects are explained in Section 6.2.

The PC-SCORE technique sho ws a signi�cant convergence rate p erformance im-

pro v emen t o v er F-SCORE. This supp orts the argumen t that the calculation of the

SCORE b eamforming algorithms have a critical dep endence on the phase of the in-

coming signal data (Section 6.2.3).

The p erformance of the SINR convergence after 3000 symb ols with resp ect to the

noise p o w er lev el is presented in Figure 7.30. This �gure indicates that there is a

threshold lev el at which the p erformance of the algorithms b egin to deteriorate.

7.8.3 Cross SCORE Noise P erformance Summary

The cross SCORE parab olic antenna con�guration mo deled in this thesis can pro vide

an an tenna gain of 31 dB. An optim um b eamforming gain of 2 dB could b e achiev ed

at a receiv ed SNR lev el as low as -45 dB and -48 dB for F-SCORE and PC-SCORE

resp ectively . This resulted in SNR lev els of less than -10 dB which are to o low for a

reliable communications system. Therefore, a practical system w ould have to pro vide
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Figure 7.27: Cross-SCORE Parab olic Arra y SINR, T est LNWB. Receiv ed SNR=-36

dB. *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.28: Cross-SCORE Parab olic Arra y SINR, T est LNWB. Receiv ed SNR=-42

dB. *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.29: Cross-SCORE Parab olic Arra y SINR, T est LNWB. Receiv ed SNR=-50

dB. *-: Optim um SINR, x-: Single Elemen t SINR
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Figure 7.30: Cross-SCORE Steady State SINR Parab olic An tenna Noise Performance:

T est LNWB. *-: Optim um SINR, x-: Single Elemen t SINR
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an additional 15 to 25 dB of gain. This ma y b e obtained using higher gain antennas,

or through increasing the b eamforming gain b y using more antenna elements.

The relatively long correlation time of 3000 symb ols is p ossible b ecause of the

slo wly time v arying nature of the system mo des (Section 3.2). This long convergence

time is not p ossible with quic kly c hanging en vironmen ts such as in the case of mobile

users, or in terference limited c hannels.

7.9 E�ect of In terference on Con v ergence P erfor-

mance

The e�ect of in terference on convergence is not exp ected to b e signi�cant for the test

en vironmen ts considered due to the fact that the interference p o w er is muc h less than

the noise p o w er lev el. Sim ulations w ere run to verify this statement. The interferer

w as mo deled as b eing in the same direction as the desired signal with the same p o w er

lev el. The only di�erence is the o�set frequency .

Figures 7.31 and 7.32 sho w that even under narrow �ltering and relatively low

noise en vironmen t of test condition LNNB, there is no signi�cant e�ect of intro ducing

the in terference signal on the convergence rate.

The reason for this p erformance ma y b e explained b y noting that the interference

signal is w ell b elo w the noise p o w er of the system. Therefore the p o w er contributed

from the in terference term is not signi�cant with resp ect to the white noise p o w er.

Under m uc h low er noise conditions or higher interference p o w er lev els, the e�ect of the

in terference is exp ected to b e muc h more imp ortant. In these situations, the fron t end

�lter bandwidth will pla y an imp ortant role in interference rejection (Section 6.2.9).

7.10 F requency Jitter Noise P erformance

The frequency jitter test is aimed at ev aluating the p erformance of the SCORE al-

gorithms when the o�set frequency is v arying around the true cyclic frequency . A
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Figure 7.31: Cross SCORE Parab olic An tenna Arra y SINR, T est LNNB. In terference

F requency=.245 Hz with the desired o�set frequency at .25 Hz. *-: Optim um SINR,

x-: Single Elemen ts SINR.
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Figure 7.32: Cross SCORE Parab olic An tenna Arra y SINR, T est LNNB: In terference

F requency=.2 Hz with the desired o�set frequency at .25 Hz. *-: Optim um SINR,

x-: Single Elemen ts SINR.
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detailed description of the frequency jitter mo del ma y b e referenced in Section 5.2.3.

The frequency jitter pro duced a signi�cant deterioration in b eamforming p erfor-

mance, esp ecially as the noise lev el of the en vironmen t increased. This can b e observ ed

in Figures 7.33 and 7.34. The frequency jitter deviation in b oth of these scenarios is

the same, while the noise lev el is increased.
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Figure 7.33: Cross SCORE Parab olic An tenna SINR, T est LNWB: Jitter Deviation=

0.04 % of Carrier O�set F requency (2 kHz). *-: Optimal SINR, x-: Single Elemen t

SINR.

F or jitter frequency deviations of 0.2 % of the carrier o�set frequency (10 kHz)

and greater, even tually deteriorated in SINR p erformance. This w as observ ed in

every test en vironmen t considered. The div ergen t nature of the SCORE algorithms

is illustrated in �gure 7.35.

This rejection of the c haracteristic o�set frequency can b e explained in terms of

the frequency rejection nature of the SCORE algorithm (Section 6.2.9). When the

frequency jitter is small, the e�ects of jitter can b e a veraged out as the integration

time is increased resulting in only a reduction in the convergence rate.
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Figure 7.34: Cross SCORE Parab olic An tenna SINR, T est HNWB: Jitter Deviation=

0.04 % of Carrier O�set F requency (2 kHz). *-: Optimal SINR, x-: Single Elemen t

SINR.
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Figure 7.35: Cross SCORE Parab olic An tenna SINR, T est LNNB: Jitter Deviation=

0.2 % of Carrier O�set F requency (10 kHz). *-: Optimal SINR, x-: Single Elemen t

SINR.
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When the jitter deviation reac hes a threshold dep enden t on the system noise

p o w er, the a v eraging of the frequency jitter b ecomes more sensitiv e to error. After

a certain a v eraging time, (500 symb ol p erio ds as sho wn in Figure 7.35), the errors

in the carrier o�set even tually result in the SCORE algorithm rejecting the desired

signal.

A similar t yp e of b ehavior w as men tioned b y Agee [2], who suggested that a

windo wing technique b e applied to the receiv ed data to impro ve the robustness of

the SCORE time a veraging to frequency error. The resulting trade-o� w ould b e a

decrease in conv ergence rate p erformance. E�ects of windo wing, as w ell as �nding

the threshold where the desired signal is rejected due to frequency jitter are areas of

future in v estigation.

7.11 F requency O�set Con v ergence P erformance

Errors in frequency o�set ma y arise from a v ariety of sources including temp erature

uctuations, or comp onen t mismatc hes.

The Figures 7.36 to 7.38 sho w the e�ects of o�set frequency mismatc h on the

conv ergence rate. It can b e seen that an increase from a noise p o w er of 40.4 dB to

47.0 dB greatly degrades the p erformance of the SCORE algorithms.

The p erio dic nature of the uctuation of the b eamforming patterns can b e ex-

plained in terms of the frequency rejection nature of the SCORE algorithms. The

algorithm will converge to the desired b eamforming w eigh ts up un til the p oin t where

the time a v eraging will b egin to reject the desired signal. After a su�cien t a veraging

time, (1000 sym b ol p erio ds for Figure 7.36), the desired signal is completely rejected,

and the conv ergence to the desired pattern b egins again. The reduction in succes-

siv e maxima of the SINR is attributed to the increased sensitivity of the SCORE

algorithms to the cyclic frequency error.

The p erio dic convergence uctuation increases in frequency as the carrier o�set

error increases. This can b e seen b y the quic k rejection of the PC-SCORE signal in
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Figure 7.36: Cross SCORE Parab olic Arra y SINR, T est LNWB: F requency Error =

0.04 % of Carrier O�set F requency (2 kHz). *-: Optim um SINR, x-: Single Elemen t

SINR.
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Figure 7.37: Cross SCORE Parab olic Arra y SINR, T est LNWB: F requency Error =

0.2 % of Carrier O�set F requency (10 kHz). *-: Optim um SINR, x-: Single Elemen t

SINR.
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Figure 7.38: Cross SCORE Parab olic Arra y SINR, T est HNWB: F requency Error =

0.04 % of Carrier O�set F requency (2 kHz). *-: Optim um SINR, x-: Single Elemen t

SINR.
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Figure 7.37

The p erformance of the SCORE algorithms under the frequency jitter and the

carrier o�set error en vironmen ts are similar in terms of the mec hanism of SINR degra-

dation. The carrier o�set error is considered more critical in terms of convergence

p erformance b ecause the carrier frequency error cannot b e a veraged out as seen for

the jitter case in Figure 7.34. Windo wing the receiv ed data p oin ts as suggested b y

Agee [2] w ould b e exp ected to impro ve the robustness of SCORE to this t yp e of error

at the exp ense of extending the convergence time.

7.12 Direction of Arriv al E�ect on the P arab olic

An tenna

It w as observ ed that for the parab olic antenna the maximum theoretical gain w as

dep enden t on the direction of arriv al of the desired signal. This direction determined

the magnitude of the receiv ed signal and w as dep enden t on the dimensions of the

parab olic an tenna and the lo cation of the feeds.

F or the ab o v e test conditions, the direction of arriv al of the signal w as 4 : 21

�

and

the tilt angle w as 0 : 23

�

. T able 7.1 sho ws that there are three elements that have a

signi�cant contribution with this direction of arriv al.

Noise p o w er sim ulations for test condition LNWB w ere re-run using a di�eren t

direction of arriv al. The receiv ed signal at the antenna elements for this new direction

of arriv al is displa yed b elo w in T able 7.2.

The follo wing graphs sho w the result of the c hange of direction of the desired

signal on the theoretical b eamforming gain, as w ell as on the gain of using the single

strongest an tenna element.

Figures 7.39 to 7.41 can b e compared with �gures 7.27 to 7.29. These graphs

sho w comparable convergence p erformance for the same signal en vironmen t. The

only di�erence is in the direction of arriv al of the desired signal.

Figure 7.42 sho ws the converged SINR v alue after an a veraging time of 3000
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Elemen t Receiv ed Receiv ed Gain

Num b er Magnitude Angle (dB)

1 22.71 -10.00 27.12

2 15.35 -9.23 23.72

3 34.66 42.33 30.80

4 0.88 105.07 -1.12

5 4.23 130.51 12.52

T able 7.1: Direction of Arriv al Information for the Parab olic An tenna: � = 0 : 23

�

� = 4 : 21

�

Elemen t Receiv ed Receiv ed Gain

Num b er Magnitude Angle (dB)

1 37.66 -1.75 31.52

2 20.17 0.21 26.07

3 20.03 1.99 26.04

4 27.38 -2.44 28.75

5 20.25 -0.36 26.13

T able 7.2: Direction of Arriv al Information for the Parab olic An tenna: � = 0 : 0

�

� = 3 : 5

�
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Figure 7.39: Cross SCORE Parab olic An tenna Performance: � = 0
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� = 3 : 5
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. Re-

ceiv ed SINR=-36 dB. *-: Optim um SINR, x-: Single Elemen t SINR.
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Figure 7.40: Cross SCORE Parab olic An tenna Performance: � = 0
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� = 3 : 5
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. Re-

ceiv ed SINR=-42 dB. *-: Optim um SINR, x-: Single Elemen t SINR.
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sym b ols. Here the optimal and converged gain for the di�eren t scenarios, as compared

to the single element case, is approximately 4 dB. F or the same test conditions (test

condition LNWB) T able 7.30, sho ws an optim um gain of approximately 2.5 dB due

to b eamforming.

The ab o v e comparison demonstrates the sensitivity of the p erformance of the

parab olic an tenna system on the the p osition of the antenna elements and the parab ola

geometry . The 1.5 dB di�erence b etw een the t w o scenarios merits an investigation

in to the optimization of the antenna element lo cation.
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Figure 7.42: Cross SCORE Steady State SINR Parab olic An tenna Noise Performance:

� = 0

�

� = 3 : 5

�

. Receiv ed SINR=-50 dB. *-: Optim um SINR, x-: Single Elemen t

SINR.

Figure 7.43 sho ws the b eam pattern of the new direction of arriv al.

It is imp ortant to note that the parab olic antenna array is fundamen tally di�eren t

to the linear arra y with resp ect to the maximum b eamforming gain p ossible. Eac h

element of the linear array receiv es approximately the same amount of p o w er from

the desired signal. Therefore correct b eamforming results in an increase in the signal

p o w er b y the m ultiple of the n umb er of feeds. This can b e seen in the linear element

sim ulation results (Figure 7.8) where the optimal SINR is 7 dB ab o ve the single
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element SINR for a 5 element array .

The parab olic antenna acts lik e a "physical" b eamformer. The reector coherently

adds the reected comp onen ts of the desired signal at a sp eci�c lo cation on the feed

plane. Therefore the receiv ed p o w er of the desired signal for the parab olic antenna is

dep enden t on its pro ximit y to the fo cal p oin t.

The reector has muc h the same e�ect as a b eamforming algorithm. A b eamform-

ing algorithm m ultiplies the signal receiv ed from di�eren t feeds b y complex w eigh ts

such that they add coherently .

T ables 7.1 and 7.2 sho w that only t w o or three antenna feeds receiv e a signi�cant

amount of p o w er from the desired signal. This results in a maximum gain of only

t w o to �ve dB of b eamforming gain dep ending on the direction of arriv al. More gain

w ould b e p ossible if the feeds w ere placed closer together on the feed plane, how ever

there are ph ysical limits to the feed density .

7.13 P erformance Summary of Filtered SCORE

Algorithms

The A-SCORE and F A-SCORE implementations sho w no signi�cant di�erence from

the SCORE and the F-SCORE p erformance resp ectively . This is b ecause the initial-

ization of the an tenna w eigh ts in the A-SCORE and the F A-SCORE pla y no e�ect in

the algorithm p erformance if the time a veraged auto correlation matrix of the signal

en vironmen t is p o or. Therefore the SCORE algorithm's p erformance w ould b e b est

impro v ed b y optimizing the convergence rate as opp osed to estimating the direction

of arriv al of the signal.

The PC-SCORE algorithm p erformed b est in all conditions tested for the parab olic

an tenna arra y . This algorithm had signi�cantly faster convergence rates, and sho w ed

conv ergence at SNR lev els of -50 dB. The PC-SCORE technique also had an impro ved

robustness p erformance with resp ect to errors in the carrier o�set frequency .

The reason for this impro vemen t is attributed to the reduction of the input noise
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p o w er to the b eamformer, and the preserv ation of the receiv ed signal's phase infor-

mation. The e�ects of this mec hanism are detailed in Section 6.2.3.

The F-SCORE algorithm's p erformance w as dep enden t on the bandwidth of the

fron t end �lter. There w as an optimal �lter lev el observ ed in the sim ulations which

dep ended on the noise en vironmen t. The mec hanism prop osed for this b ehavior is the

tradeo� b et w een the dilation of the noise pulse in the time domain and the reduction

of the noise p o w er. The gains which result from optimization w ere small, and ma y

not merit the additional computational exp ense.

The geometry of the parab olic antenna makes the maximum theoretical gain for

b eamforming dep enden t on the direction of arriv al of the signal and the lo cation of

the feeds on the feed plane. This unev en distribution of the signal p o w er on the

feed plane means that only feed elements in close pro ximit y to the fo cal p oin t of

the desired signal will contribute signi�cantly to the b eamforming gain. This is very

di�eren t from linear arrays, where each element contributes the same amount to the

b eamforming gain.
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Chapter 8

Conclusions and F uture W ork

Conclusions on the ma jor areas that this thesis has investigated are presented in this

c hapter:

� The �rst area deals with the mo deling of the ph ysical conditions of the satellite

en vironmen t. This area includes mo deling the satellite c hannel, design of the

an tenna, and sim ulation of the coverage area.

� A summary of the theoretical e�ects of �ltering is presented.

� Conclusions reac hed on the selection of the b est SCORE technique and the most

adv an tageous antenna array are giv en.

� The next section fo cuses on the p erformance of the prop osed metho d of calcu-

lating the array resp onse using cyclostationary techniques.

� The p erformance and p erformance comparison of the fron t-end �ltering tech-

niques with the Cross SCORE and the Least Squares SCORE are presented.

Conclusions are dra wn ab out the convergence rate, and the robustness of each

algorithm.

A �nal summary is giv en on the feasibilit y of a geostationary satellite c hannel at

the Ka band frequency using the prop ert y of cyclostationarit y . In closing, suggested

areas of future w ork are presented.
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8.1 Conclusions on the Geostationary Satellite Chan-

nel

The link budget analysis of the satellite c hannel at the Ka frequency band for the

geostationary satellite system sho w ed that the system w as noise limited (Section 3.2).

The ma jor factors contributing to the c hannel attenuation w ere the free space loss,

the thermal noise receiv ed from the wide message bandwidth, and the attenuation

margin needed to account for c hanging atmospheric conditions. This is presented in

the FDMA link budget calculation in T able 3.2. The high frequency of the c hannel

made e�ects such as ionospheric distortion negligible due to their 1 =f dep endence

(Section 3.3.12).

It w as also noted that since the terrestrial receiv er is stationary during transmis-

sion, and the c hannel uctuations due to w eather are slo w, a long integration p erio d

for time a v eraging p ossible (Section 3.2). This makes the satellite c hannel p oten tially

viable for cyclostationary b eamforming using a long integration time under high noise

en vironmen ts.

8.2 Conclusions on An tenna Design

Based on the calculation techniques of this thesis, it is feasible to construct a high gain

parab olic an tenna to b e used in the satellite link (Section 2.2). Presen t technology

o�ers a n umb er of candidates of feed antennas such as the Potter horn, or patc h

an tennas which w ould satisfy the requiremen ts of having a broad bandwidth, and

small ph ysical dimensions (App endix A).

In this thesis an antenna w as designed with an on fo cus gain of 53.4 dB. Reector

diameters w ere 1.67 m and 2.50 m for the uplink and downlink antennas resp ectively .

F o cal lengths w ere 1.21 m and 1.81 m for the uplink and downlink resp ectively (T able

2.7).
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8.3 Conclusions on SCORE Algorithm Sim ula-

tion P erformance

The follo wing sections relate the conclusions dra wn ab out the general e�ect of the

sim ulated robustness tests p erformed on the SCORE technique of b eamforming.

8.3.0.1 SCORE Noise P erformance

The fron t-end �ltering techniques of SCORE impro ved the convergence rate p erfor-

mance of the b eamforming system under high noise conditions. A summary of the

conclusions based on the noise sim ulations of Section 7.8 are presented b elo w:

Beamforming Con v ergence Rate P erformance

The �ltered SCORE techniques w ere sho wn to impro ve the convergence rate p er-

formance under high noise conditions after a correlation time of 3000 symb ol p erio ds.

Filtered SCORE and PC SCORE b egan to sho w sub-optimal p erformance at receiv ed

SNR lev els of -45 dB and -48 dB under test conditions LNWB (Figure 7.30) and -43

dB and -50 dB for test conditions LNNB (Figure 7.15) resp ectively .

Optim um SNR Lev els

High noise sim ulation sho w ed that the �ltering of the receiv ed signal w ould result

in conv ergence of the SCORE algorithm to the optim um SNR lev el, as predicted in

Section 6.2.10.

Optim um SNR lev els for the high noise en vironmen t including antenna and b eam-

forming gains w ere often b elo w -10 dB for high noise en vironmen ts (Section 7.8.2).

The bulk of the optimal SNR gain for the sim ulations came from the antenna reec-

tor geometry , (31 dB based on Figure 7.30), while only 2.5 dB of b eamforming gain

resulted for the w orst case direction of arriv al scenario (Section 7.8.3). This signal

lev el is to o low for reliable data p erformance.

F or a practical system an additional gain in the optim um p erformance of 15 to

25 dB w ould b e necessary . This gain could come from an increase in the parab olic

an tenna gain, or through the b eamforming gain. The b eamforming gain could b e
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increased using more antenna feed elements or through di�eren t antenna geometries.

8.3.0.2 SCORE In terference P erformance

A t low noise lev els, the frequency rejection nature of the cyclostationary algorithms

eliminates most of the e�ect of the interferer. In the c hannel en vironmen t mo deled,

the in terfering signals will have a signal p o w er w ell b elo w the noise p o w er lev el.

In terference is therefore not exp ected to have a signi�cant inuence on the SINR

v alues. It is for this reason that no signi�cant e�ect of �ltering w as observ ed in the

in terference en vironmen t (Section 7.9).

8.3.0.3 SCORE Carrier O�set Jitter P erformance

The e�ect of errors pro duced in the carrier o�set frequency w ere observ ed. Based on

di�eren t magnitudes of the deviation of the uctuation it w as observ ed that there is

a threshold where a particular algorithm will converge to the optim um SINR v alue.

All algorithms sho w ed a very high degree of sensitivity to this frequency jitter.

F requency deviations as low as 0.05 % (2.5 kHz) of the normalized sampling frequency

at noise p o w er lev els of 40 dB and 12 dB for the parab olic and linear scenarios,

resp ectively , resulted in a deterioration of SINR lev el as the a veraging time increased

(Section 7.10).

The mec hanism for this b ehavior is based on the abilit y of the cyclostationary al-

gorithm to correctly estimate the cyclic auto correlation matrix. This abilit y degrades

as the jitter increases. F urthermore, the longer the a veraging time, the more sensitiv e

the algorithm b ecomes to the error in the cyclic auto correlation matrix. This resulted

in the degradation of the SINR lev els past approximately 500 symb ol p erio ds for the

test conditions observ ed.

The noise lev el signi�cantly e�ected the sensitivity of the algorithms to frequency

jitter.
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8.3.0.4 SCORE O�set Carrier F requency Error P erformance

All algorithms w ere demonstrated to b e very sensitiv e to any error in the o�set carrier

frequency . The p erformance degradation resulted in a uctuation in the SINR v alue as

the time a v eraging p erio d increased and even tually div erged. This p erio dic uctuation

increased as the o�set carrier frequency error increased. The sensitivity to o�set error

in the carrier increased as the noise p o w er lev el increased (Section 7.11).

In this test, the carrier signal app ears muc h lik e an interferer to the cyclostationary

algorithm which is even tually rejected b y the algorithm. The frequency rejection

capabilit y of SCORE w as presented in Section 6.2.

8.3.0.5 SCORE F ron t End Filter Bandwidth P erformance

V ariations of the bandwidth of the fron t-end �lter did not have a signi�cant e�ect

on the conv ergence of the b eamforming algorithms, fron t end �ltering did have the

abilit y to impro v e the p erformance of the SCORE algorithms esp ecially under high

noise en vironmen ts. Therefore, bandwidth optimization to impro ve the convergence

rate w ould b e di�cult to justify in terms of the computational exp ense in the test

conditions studied.

Sim ulation results in relatively low noise en vironmen ts sho w ed that the SINR

p erformance curv e as a function of the bandwidth w as almost at. A wide range

of �lter bandwidths could therefore b e selected with only a small deterioration of

�lter p erformance from the optimal parameter. Filter bandwidth design b ecomes

marginally more imp ortant as the noise p o w er of the en vironmen t increases (Section

7.7.1).

The p ositiv e e�ect of �ltering reduces the noise p o w er input into the b eamformer.

The dra w back is that there is a pulse dilation of the input signal which results is

caused b y the �nite noise frequency band, and any non-linear phase relationships to

frequency (Section 6.2.3.2). The correlation of the noise terms in the time domain

will result in an increase in the convergence time.
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The PC-SCORE algorithm removes the non-ideal phase e�ect, and the p erfor-

mance deterioration w as not observ ed for small bandwidths.

It is imp ortant to note that �ltering only alters the convergence time of the algo-

rithms, and do es not a�ect the �nal convergence v alue. This w as explained in Section

6.2 and supp orted b y the sim ulation results.

8.3.1 SCORE Algorithm P erformance Summary

T able 8.1 pro vides a summary of the SINR p erformance of the convergence results

presen ted in Chapter 7. V alues of the SINR convergence w ere tak en at 500 symb ol

p erio ds and 3000 symb ol p erio ds. It is imp ortant to note that these selected v alues

do not indicate the convergence trends o ver the integration times.

8.4 Conclusions on Arra y Estimation using Cy-

clostationarit y

The relative dela y among elements for a kno wn sin usoidal o�set carrier w as estimated

using cyclostationarit y . This information w as used to calculate the array resp onse of

the an tenna arra y . The application of array estimation to this thesis w as an attempt

at increasing the convergence rate of the SCORE algorithms. As sho wn in Chapter 7,

estimating the array resp onse did not impro ve the convergence rate for the SCORE

algorithms under the test conditions c hosen.

The e�ect of bandwidth, carrier frequency jitter, and carrier o�set error follow the

same trends as for the SCORE algorithms. The PC-Array algorithm p erformed the

b est, follo w ed b y the F-Arra y algorithm.
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T est Parameters Opt Single SCORE SINR dB (Symb ols)

SINR F eed PC F SCORE

SINR 500 3000 500 3000 500 3000

Comparison: Cross SCORE and Least Squares SCORE

LS N=36, BW=.05 Hz -3.3 -5.5 -3.5 -3.45 -4 -3.4 -3.6 -3.35

CS N=36, BW=.05 Hz -3.3 -5.5 -3.45 -3.44 -3.7 -3.44 -3.45 -3.35

Comparison: Filter Bandwidth

CS N=42, BW=.05 Hz -10.2 -13.3 -10.8 -10.2 -14 -10.8 -14 -11

CS N=42, BW=.2 Hz -10.2 -13.3 -10.8 -10.2 -11.8 -10.3 -14 -10.8

CS N=40, BW=.4 Hz -7.5 -9.6 -8 -7.6 -8.5 -7.6 -8.2 -7.6

Comparison: Noise Po w er

CS N=36, BW=.2 Hz -3.3 -5.5 -3.4 -3.3 -3.4 -3.3 -3.4 -3.3

CS N=42, BW=.2 Hz -10.2 -13.3 -10.8 -10.2 -11.8 -10.3 -14 -10.8

CS N=50, BW=.2 Hz -17.9 -20 -24.8 -19.2 - - - -

Comparison: F requency Jitter (Cross SCORE)

LNWB Dev=.04 % Hz -7.5 -9.6 -7.8 -7.6 -8 -7.6 -8.4 -7.8

HNWB Dev=.04 % Hz -14.1 -16.2 -17.5 -14.8 -21 -17 -23 -21

LNNB Dev=.2 % Hz -7.5 -9.6 -7.8 -10.5 -9.5 -13.5 -9.5 -14

Comparison: F requency O�set Error (Cross SCORE)

LNWB FErr=.04 % Hz -7.5 -9.6 -8 -18 -9 -18 -9.5 -19

WNWB FErr=.2 % Hz -7.5 -9.6 - - - - - -

HNWB FErr=.04 % Hz -14.1 -16 -20 - - - - -

T able 8.1: SCORE SINR Convergence Summary: Parab olic An tenna
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8.4.1 Conclusions on Cyclostationary Arra y Estimation for

the Linear Arra y

The linear arra y p erforms w ell in the estimation of the array resp onse. Convergence

rates based on symb ol times are comparable to those of the least squares SCORE

algorithm. All elements converge with approximately the same rate of convergence,

and the conv ergence rate is indep enden t of which element is c hosen as the reference

element.

8.4.2 Conclusions on Cyclostationary Arra y Estimation for

the P arab olic An tenna

The parab olic an tenna w as observ ed to converge to a SINR lev el close to the SINR of

the single element with the strongest receiv ed signal strength for the test conditions

observ ed. This is w ell b elo w the optimal lev el.

The reason for this p o or p erformance arises from the gain of the reector parab ola.

Eac h element's receiv ed signal strength dep ends up on its lo cation on the feed plane

relative to the direction of arriv al of the signal. F or this reason the selection of the

reference element for the cyclostationary array estimation is critical. Selection of a

reference element with a w eak signal will signi�cantly harm the convergence rate. This

b ehavior is con�rmed from the convergence plots of the individual array elements.

This dep endence on array geometry and direction of arriv al makes the cyclosta-

tionary arra y estimation technique p o or for the satellite en vironmen t or for parab olic

arra ys in general. If some metho d of selecting the array element with the maximum

desired signal strength could b e found, then the dep endence on the direction of arriv al

of the desired signal w ould b e reduced.
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8.5 Final System Design Prop osal

Based on the sim ulation results in the previous c hapters, and the link budget calcu-

lations, the follo wing sections outline the design of a Ka broad band geostationary

satellite system which uses cyclostationary b eamforming. An FDM access scheme is

assumed and no gain derived from co ding is included in the link budget.

The system has b een left as generic as p ossible and fo cuses exclusiv ely on b eam-

forming asp ects of the link. No reference is made with resp ect to standards or pro-

to cols. F requency reuse limits are not investigated. The goal is to pro vide a feasible

system mo del that could b e dev elop ed for a sp eci�c standard.

8.5.1 Phase-Comp ensated SCORE Algorithm

Based on the sup erior convergence abilit y and robustness of PC-SCORE (Section

7.13) this algorithm is b est suited for Ka band satcom applications. The algorithm

should use a fron t end �lter with a bandwidth of .05 of the sampling frequency .

The PC-SCORE sho w ed a signi�cant p erformance impro vemen t o ver SCORE and

F-SCORE under high noise en vironmen ts and limited convergence times (Section

7.8). It did not degrade in p erformance under low �lter bandwidth conditions lik e

F-SCORE (Section 7.7.1).

Based on the convergence rate p erformance impro vemen t compared to F-SCORE,

the increase in computation required for phase comp ensation w as seen to b e justi�ed.

8.5.2 Link Budget

Based on the calculated link budget lev els presented in T able 3.2, it is clear that for

the system to ha v e SINR lev els required to achiev e a bit error rate of less than 10

� 5

without co ding gain and using the design parameters outlined in T able 1.1 is b eyond

the abilit y of the algorithms considered. The receiv ed SNR lev el of the desired signal

(i.e. without the gain of the parab olic antenna) is -100.11 dB and -113.06 dB for the

do wnlink and uplink resp ectively .
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T o o v ercome the noise problem, it is prop osed that terrestrial systems use a highly

directive an tenna. This solution will increase system cost, and require some metho d

of p oin ting the earth station antenna tow ards the satellite. Since the user is not

exp ected to b e mo ving during transmission, targeting the satellite is not exp ected to

b e a di�cult problem.

Additional metho ds of increasing the link budget SNR could involv e using higher

gain an tennas, system designs which result in higher b eamforming gains (more an-

tenna elements) or b y op erating at low er orbits or frequency bands. These techniques

w ere not pursued in this thesis.

8.5.3 Receiv er An tenna

The terrestrial an tenna considered to impro ve the link budget is describ ed in [31].

This an tenna is .5 m in diameter, op erates from 19 to 29 GHz, with a gain of 38.7 dB

and 42.3 dB resp ectively . This antenna is ideal for the satellite system application.

8.5.4 Uplink System Limits

Using the an tenna gain describ ed in Section 8.5.3, the receiv ed p o w er at the satellite

based on the calculations in T able 3.2 w ould b e -74.28 dB. This SNR is b eyond the

conv ergence capabilit y of the b eamforming algorithms studied o ver the 3000 symb ol

p erio ds considered. If an optimal b eamforming gain of 4 dB could b e achiev ed, then

using a parab olic antenna gain of 48.1 dB the �nal SINR w ould b e -22.18 dB which

is 32.18 dB b elo w the SINR needed for a BER of 10

� 5

. This de�cit could b e made

up b y altering the system design.

8.5.5 Do wnlink System Limits

A metho d of pro viding a reference signal from the terrestrial user is required in any

access sc heme. This signal is needed to allow the satellite downlink to b eamform

on the user. Tw o metho ds of pro viding a reference signal could b e achiev ed either
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b y using a pilot tone, or through frequency scaling the b eam w eigh ts of the uplink

connection. The p oten tial source of error with frequency scaling is the need for

accurate calibration of the array manifold, and accurate kno wledge of the carrier

frequencies b eing used.

Using a terrestrial antenna design such as the one presented in [31] with a 42.3 dB

gain w ould result in a receiv ed SINR of -57.71 dB at the antenna elements. Assuming

that an optimal b eamforming gain of 4 dB could b e achiev ed using a 48.1 dB satellite

an tenna, the �nal SINR w ould b e -5.61 dB which is 15.61 dB b elo w the SINR needed

for a BER of 10

� 5

. It is conceiv able that a c hanges in the system design could achiev e

the required BER.

In the do wn link budget, a 15 dB margin w as giv en to atmospheric losses. F rom

T able D.3 the do wn link w ould su�er on a verage only 10 fades of more than 1000

seconds p er y ear and only 100 fades of more than 10 seconds p er year.

Link Condition Uplink (dB) Downlink (dB)

Receiv ed SINR -112.98 -100.01

Receiv ed SINR (Earth An tenna -74.28 -57.71

38.7/42.3 dB Up/Do wn Gain)

Margin b elo w Beamforming 24.28 7.71

Threshold (-50 dB)

SINR with Satellite -26.18 -9.61

Reector Gain (48.1 dB)

SINR assuming Optimal -22.18 -5.61

Beamforming (4 dB)

10

� 5

BER Margin -32.18 -15.61

T able 8.2: SINR Calculations of Prop osed Satellite System
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8.5.6 System Robustness

As sho wn in Chapter 7 the cyclostationary SCORE algorithms are highly sensitiv e

to an y error in the o�set carrier. The requiremen t for highly accurate oscillators and

hardw are mo di�cations to limit temp erature uctuations etc. on the satellite and the

receiv er w ould greatly increase the cost of the system. It is unclear that even these

mo di�cations w ould ensure reliable p erformance. Other techniques such as frequency

trac king ma y o v er come this problem.

8.5.7 Prop osed System Sp eci�cation Mo di�cations and P er-

formance Observ ations

The sp eci�cations for this thesis w ere c hosen based on geostationary satellite com-

m unications systems which op erated at low er frequencies and at low er bandwidths.

The link budget calculations sho w that parab olic antenna b eamforming alone cannot

ac hiev e the E

b

= N

o

required for data rate service. Additional gain will have to b e

pro vided using co ding, p o w er, or bandwidth trade-o�s.

The in v estigation of the Ka band geostationary satellite link using parab olic b eam-

forming did rev eal sev eral imp ortant areas to b e considered in future system designs

(Chapter 7). The satellite c hannel for a broadband service at the Ka frequency band

w as sho wn to b e noise limited. The SCORE algorithms w ere mo di�ed to w ork under

high noise en vironmen ts. Finally , the limited application of the parab olic antenna to

b eamforming w as c haracterized.

8.6 Suggested F uture Areas of In v estigation

In this thesis man y asp ects of cyclostationarit y w ere investigated through sim ulation.

Where p ossible, theoretical explanations w ere o�ered to explain the trends observ ed,

ho w ever the fo cus of the thesis w as more on establishing the imp ortant parameters af-

fecting the p erformance of the cyclostationary algorithms in high noise en vironmen ts.

The follo wing sections are a list of some of the areas which merit further investigation.
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8.6.1 Channel Sim ulation Mo del

In v estigation in to wireless satellite communications at the Ka band is an area of

ongoing researc h. The calculations used in this thesis com bined statistical mo dels,

with empirical data from the most up to date sources a v ailable. Since this area

of researc h constan tly b eing up dated, any future application of b eamforming to Ka

satellite communications must keep current with new researc h.

8.6.2 An tenna and F eed Plane Design

The an tenna designed in this thesis w as accurate to �rst order e�ects. Increased gains

in an tenna e�ciency and p erformance designs ma y b e p ossible using more adv anced

design to ols which w ere not a v ailable to the author.

An tenna e�ects which should b e more thoroughly investigated included element

coupling, and optimization of inter-elemen t distance to pro duce maximum gain (Sec-

tion 2.3.6).

T ec hniques need to b e investigated to maximize the gain of the receiv ed signal

while minimizing the n umb er of elements, and e�ect of user lo cation on b eamforming

p erformance. These gains w ould dep end on the pattern of the feeds on the feed plane,

and an tenna b eam width optimization.

8.6.3 Noise P erformance Limit

The b eamforming abilit y of the di�eren t SCORE algorithms should b e c haracterized

with resp ect to noise p erformance. Sim ulation results indicate that the di�eren t algo-

rithms b egin to degrade at a certain receiv ed SNR lev el. The factors which contribute

to this degradation threshold should b e c haracterized in terms of the c hannel, and

the �lter sp eci�cations.
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8.6.4 In terference P erformance

It w as sho wn that the presence of a single interferer in a noise limited en vironmen t

do es not signi�cantly a�ect the p erformance of the algorithms. The e�ect of the

in terference on the convergence of di�eren t algorithms should b e investigated for

low er lev els of noise p o w er relative to the desired signal p o w er and interference p o w er.

While this c haracterization is not relev ant to this satellite c hannel mo del, it w ould b e

relev an t to terrestrial systems or satellite systems op erating at low er frequencies.

8.6.5 F requency Jitter P erformance

Sim ulations sho w ed a high degree of sensitivity of the algorithms to frequency jitter

at the cyclostationary frequency . Researc h in this area should fo cus on more realistic

mo dels of frequency jitter. T ec hniques which ma y make the algorithms more robust

to jitter should also b e investigated. This might include metho ds of w eigh ting the

v alues of the receiv ed signal samples based on the time of arriv al.

It w as also observ ed in the sim ulations that there might b e a threshold at which

the algorithms in v estigated will converge to a stable lev el. This threshold app ears

to dep end on the noise p o w er lev el, as w ell as the jitter deviation. A theoretical

explanation of this b ehavior should b e investigated.

8.6.6 O�set F requency Error

All algorithms w ere very sensitiv e to any error in the o�set cyclostationary frequency .

This w as noted b y a p erio dic uctuation of the SINR which dep ends on the magnitude

of the frequency error. A relation b etw een the frequency error, noise p o w er lev el, and

magnitude and p erio d of the SINR uctuations should b e investigated.

8.6.7 Filter Optimization

Only one �lter t yp e w as investigated in this thesis. Di�eren t parameters for the

transitional �lters should b e investigated, as w ell as other �lter t yp es which trade o�
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atten uation with phase distortion.

Section 6.2 o�ers an explanation as to the mec hanism of how �ltering is adv an-

tageous to b eamforming in high noise en vironmen ts. This mo del should b e explored

further to c haracterize the signi�cance of the phase errors and noise p o w er reduction

in tro duced b y the �lter. Such a relation could p ossible o�er a metho d of adaptively

selecting an optimal �lter bandwidth dep ending on the noise conditions.

8.6.8 Cyclostationary Arra y Estimation

Theoretical relationships for the p erformance of the prop osed cyclostationary array

estimates should b e found. This w ould include the e�ect of the convergence rate with

the selection of reference elements with v arying signal strengths, robustness and the

sensitivity of the array estimation with resp ect to the error in the calculated array

resp onse. This result w ould indicate to which en vironmen t this array estimation

technique could b e applied.

The binary search algorithm used to �nd the dela y among elements is simple but

lac ks robustness. The p erformance of the cyclostationary array estimation ma y b e

impro v ed b y a more robust technique, and one that converges faster.

A metho d of estimating the antenna element with the highest receiv ed p o w er

of the desired signal should b e found. This w ould minimize the dep endence on the

parab olic con�guration on the direction of arriv al of the desired signal, and is exp ected

to impro v e the convergence rate p erformance.

8.6.9 Lo w Earth Orbit Satellite Applications

The large amount of attenuation which results from the geostationary orbit is a ma jor

cost in the link budget calculation. A low earth orbit application ma y impro ve the

link budget, and make the satellite system more robust. There w ould b e an increase

in complexit y in the system which w ould require trac king of the target lo cation due

to the asynchronous orbit of the satellite with the earth.
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8.6.10 T errestrial Applications

The linear arra y as w ell as the least squares SCORE technique sho w ed convergence

trends at low er noise p o w er lev els. An investigation should b e made into the appli-

cation of these techniques to low er noise en vironmen ts such as for terrestrial applica-

tions. T errestrial applications w ould require simpler algorithms and array con�gura-

tions which are satis�ed b y the least squares SCORE and the linear array resp ectively .

8.6.11 Algorithm Optimization

This thesis neglected any attempt to calculate the computational complexit y of the

algorithms. T o complete the investigation, more cyclostationary b eamforming tech-

niques should b e compared to the SCORE metho ds presented here on the basis of

conv ergence and complexit y . In particular, the sub-space constrained SCORE tech-

niques should b e compared to the fron t end �ltering techniques. It is exp ected that

constraining the w eigh t vector to the signal sub-space will have a similar e�ect as

fron t end �ltering.
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App endix A

An tenna Design and Sim ulation Metho ds

This app endix outlines the metho ds follow ed to calculate the o�set parab olic antenna

used in the link budget calculation and the b eamforming sim ulation of the satellite

system. Bac kground on antenna feed elements and �lter design metho ds are also

presen ted.

A.1 Calculation of the O�set P arab olic Reector

Dimensions

The form ulas for the design of a Parab olic Reector are giv e b y Lee and Rahmat-

Samii. [26 ] They can b e used to pro vide approximate dimensions for a parab olic

an tenna which satis�es certain parameters. These dimensions ma y then b e mo di�ed

using a more accurate antenna sim ulation program dev elop ed b y Duggan to meet the

exact sp eci�cations. Figure A.1 sho ws the design geometry for the o�set reector

an tenna.

The basic equation for the parab olic reector surface can b e found using:

z =

x

2

+ y

2

4 F

� F (A.1)

The feed radiation pattern is mo deled for o�set feeds using:

g ( �

0

) = (cos( �

0

))

q

(A.2)
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Figure A.1: O�set Parab olic An tenna Sc hematic

q =

log (1 � 4 )

log (cos(

1

2

(


2

� 


1

)))

(A.3)

The feed employ ed in the thesis is symmetric in its electric and magnetic comp onen ts.

4 is the ap erture tap er.

The edge tap er (ET) is used to measure the electromagnetic distribution of radi-

ation across the reector. This quan tit y ma y b e used to �nd the antenna's e�ciency .

E T = j 20 log

10

(1 � 4 ) j (A.4)

The geometry of the reector is completely determined b y the fo cal length, the re-

ector diameter and the o�set heigh t. T o arriv e at these dimensions, the following

design information must b e giv en.

� The sidelob e lev el of the secondary pattern must b e determined.

� The half p o w er b eam width must b e de�ned.

� The maxim um scan angle in the z-y , and z-x plane must b e calculated.

� The o�set heigh t of the reector must b e decided.

Calculated and sp eci�ed parameters must satisfy the following conditions in order

for the equations which are presented to b e v alid.
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0 < 4 < 0 : 85

0 < GL < 3

(

F

D

) < 1 : 5




3

< 30 deg

�

3

� tan( �

3

)

A.2 Design Pro cedure

The follo wing steps outline the design pro cedure for �nding the geometry of the o�set

parab ola according to [26]

� The ap erture tap er is found using the following equation:

4 =

3

X

n =0

�

n

(

S L

10

)

n

(A.5)

The co e�cients for the o�set feed lo cation are:

�

0

= -8.87 �

1

= 9.32 �

2

= -3.00 �

3

= 0.32

� The ap erture e�ciency for the o�set feed lo cation ma y b e determined graph-

ically based on the edge tap er v alue (ET) or the ap erture tap er ( 4 ). The

optim um e�ciency o ccurs at an edge tap er v alue of 11.00 dB [26].

� The diameter for the paren t parab ola is calculated b elo w. The reector parab ola

is the circular p ortion of the paren t parab ola to which the feed plane is directed.

D

1

�

=

1

� sin( �

1

)

3

X

n =0



n

4

n

(A.6)

D = 2( h

1

+ D

1

) (A.7)

The co e�cients used in calculating the diameter are:



0

= 1.61 

1

= 0.57 

2

= -1.43 

3

= 1.47
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� The fo cal length of the antenna is determined b y the allow able gain loss (GL)

and the furthermost scan angle �

1

. This length ma y b e found for gain losses

less than 3 dB using

F

D

=

� (sin ( �

3

) = sin( �

1

))

190 � cos

� 1

[1 � ( GL= 5)]

(A.8)

k = 1 � exp( � 0 : 12

q

D

1

=� ) (A.9)

� The length from the reector fo cus to the reector center is giv en b y:

l = F [1 + (

h

2 F

)

2

]

1

2

(A.10)

� The required angles needed for subsequent calculations including the angle and

orien tation of the feed plane ma y b e obtained using:




1
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h

1

F

)[1 �

1

4
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1

F

)

2

]

� 1

(A.11)
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1
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h

F
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]

� 1

(A.13)

� The actual direction of the b eam aimed at the fo cus is altered slightly due to

the reector geometry . The amount that the b eam deviates from the true ray

is determined b y the Beam Deviation F actor (BDF) It ma y b e calculated as

follo ws:

B D F = � [1 � : 72 exp( � 3 : 2

F

� D

1

)] (A.14)

� =

cos (


3

) + cos (


3

� 


1

)

1 + cos(


3

� 


1

)

(A.15)

�

2

=

1

2

tan

� 1

[( B D F )

d

l

] (A.16)

Where �

2

is the actual direction of the ray . d is the element spacing on the feed

plane.

180



� The criteria to insure no feed blo c k age is to sp ecify the heigh t of the o�set

reector such that the low er edge of the reector clears the feed array plane.

This condition is satis�ed if

h

1

> d

max j ant

[1 � (

h

l

ant

)

2

]

1

2

(A.17)

In order to determine the n umb er of elements required for the antenna feed, the

follo wing calculation is p erformed. [33]

N �

Ar ea

2764( �=D

1

)

2

(A.18)

The area is calculated in terms of degrees squared and represen ts a circular disk

de�ned b y the maximum scan angle �

max

. The elements are assumed to b e placed in

a hexagonal pattern.

The maxim um size of the feed element ap erture can b e calculated using Equation

(A.19) [33]. This form ula is based on the need for low cross p olerization lev els for a

m ultiple b eam an tenna. The result w as derived for circular p olerization using horn

feeds and giving cross p olerization lev els b elo w 20 dB. The n umb ers generated b y

this form ula will b e used as a guideline for antenna element spacing. This feed size

appro ximation assumed Potter horn feeds which pro vided low cross p olar radiation

lev els in the an tenna designed in [33].

d

�

� 1 : 25 � ( F =D

1

) (A.19)

A.3 Appro ximate Radiation P attern

The follo wing form ula presented in [26 ] can b e used to approximate the radiation

pattern pro duced b y the calculated reector geometry . The patterns calculated using

matlab w ere found to pro duce a radiation pattern close to the design parameters

sp eci�ed. The �nal radiation pattern used in the mo del system will b e calculated

from [11]. The v ariable �

0

ranges from 0 to 2 � .
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g ( u ) =
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1 � 0 : 5 4

(

2 J

1

( u )

u
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2 J

2

u

2
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2 J

1
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u

]) (A.20)

u = � D

1

sin ( �

0

) (A.21)

A.4 An tenna P attern Program

T o accurately p erform b eamforming calculations, it w as necessary to get a more de-

tailed calculation of the antenna b eam pattern. It w as necessary to �nd a program

that w ould accurately account for design parameters such as feed lo cation, feed p o-

lerization, feed plane geometry , and which w ould accurately calculate the electrical

and magnetic �elds based on ph ysical equations.

This program w as pro vided b y Duggan in his master's thesis [11 ], and has b een

used with his p ermission. The program w as mo di�ed to allow the selection of a tilt

angle which w ould giv e b eam pattern calculations in a direction o� the horizon tal

plane of the satellite antenna. Belo w is a brief summary of the principles up on which

the program w as dev elop ed. F or an account of the form ulas used, refer to [11]

A.4.1 P arab olic An tenna Theory and Appro ximations

The electric �eld pattern is found through the solution of the radiation integral.

This in tegral is simpli�ed using far �eld approximations. The program n umerically

calculates the in tegral using the F ourier-Bessel Metho d.

In order to mo del the scattering of the electric �eld on the parab ola, the ph ysical

optics appro ximation is used. This assumes that scattering tak es place as if there w as

an in�nite tangential plane at the p oin t of intersection of the antenna. It has b een

sho wn that this metho d is accurate for the main b eam, but the accuracy decreases

for successiv e sidelob es.
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A.4.2 P arameter Sp eci�cation

The follo wing parameters must b e sp eci�ed to calculated the antenna's radiation

pattern.

F o cal length Radius of parab ola

O�set heigh t Num b er of feeds

Polerization Magnitude X Polerization Magnitude Y

Phase o�set of Polerization Num b er of iterations (2

�

)

Order of Bessel F unction

T able A.1: An tenna Parameters for the O�set Parab olic An tenna Program

These parameters are selected based on the system to b e sim ulated, and through

the geometric calculations based on the sp eci�cations as computed b y the simplifying

form ulas presen ted in [26]. The output of the antenna program is compared to the

desired sp eci�cations and mo di�cations are made to meet the original sp eci�cations.

Dimensions are also b ounded b y the ph ysical limits of existing systems referenced in

the literature search.

F eed plane X co ordinate F eed Plane Y co ordinate

Angle with An tenna X Axis ( � ) Angle with Y Axis (  )

Angle with An tenna Z Axis ( � ) Electric �eld Directivity of feed

Magnetic �eld Directivity of feed

T able A.2: F eed Parameters for the O�set Parab olic An tenna Program

A.5 F eed Design

A design of an an tenna feed that w ould accurately mo del all of the electromagnetic

prop erties is b eyond the scop e of this thesis. Instead, some of the more signi�cant

design considerations are presented, along with some references from sp eci�c satellite

pro jects.
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The an tenna feeds needed in this thesis will have to supp ort a frequency range

of appro ximately 2 GHz. The transmit frequency will b e either 20 or 30 GHz. This

requires that the feed have a frequency bandwidth of 10% and 6.7% resp ectively . It

is also necessary that the feeds b e small in size to allow for a large antenna gain while

insuring thorough coverage of the prop osed service area. Using recen t dev elopmen ts

in micro w a v e technologies and the form ulas presented in [33], these goals can b e

ac hiev ed.

A.5.1 Maxim um Theoretical E�ciency of Multiple Beam

An tennas

The electromagnetic interaction of the antenna feed matrix causes mutual interference

which can limit the e�ciency of the o verall antenna. In the pap er b y DuF ort [10] he

sho ws that the maximum e�ciency for a multiple b eam antenna is approximately 50

% for large an tenna arrays. This pro of is based on the Stein Limit [39 ] which sho ws

that the maxim um e�ciency p ossible is the ratio of the a verage to the p eak v alue of

the ap erture p o w er distribution. [10] sho ws this to b e approximately 50 %. DuF ort

go es on to pro v e that the e�ciency limit can b e achiev ed b y selectively attenuating

the signal in the ap erture.

In the an tenna feed plane design for this thesis, the maximum e�ciency is assumed

to b e ac hiev ed and the limit of 50 % e�ciency is used in the link budget calculation.

The sp eci�c details in the feed design to achiev e the 50 % limit are not derived. F or

more detail on optimal feed plane e�ciency design, [10] ma y b e referenced.

A.5.2 Beam width of An tenna F eed Elemen ts

An tenna feed elements have a c haracteristic bandwidth of op eration. As a result, it

w as necessary to insure that to day's technology could pro vide antenna elements that

could op erate at Ka band frequencies, while pro viding a bandwidth that w ould allow

complete reco v ery of the message signal for pro cessing.
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In Kraus [22] a form ula is presented for �nding the half p o w er bandwidth of an

an tenna feed. This ma y b e calculated as follows:

4 f

hp

=

f

o

Q

(A.22)

Q ) Quality factor

f

hp

) Half p o w er frequency

f

o

) Cen ter frequency (Hz)

Where the qualit y factor of the feed Q can b e calculated from the following for-

m ulas:

Q =

2 � f

o

L

R

f

+ R

l

+ R

r

(A.23)

R

f

) Resistance of the feed 


R

l

) Loss Resistance 


R

r

) Radiation Resistance 


f

o

) Cen ter frequency (Hz)

The resistance v alue calculations can b e very involv ed dep ending on the geome-

try of the feed selected. Often these parameters are determined through empirical

measuremen ts.

As an an tenna b ecomes small in terms of electrical w a velength, the following

e�ects tak e place:

� The frequency bandwidth b ecomes narrow.

� Radiation e�ciency b ecomes low.

� The V oltage Standing W a ve Ratio (VSWR) b ecomes high.

Hirasa w a [20] presents detailed design form ulas for electrically small antennas and

patc h an tenna design which use a v ariety of techniques to comp ensate for these trends.

Some of these techniques are outlined b elo w.
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A.5.3 Wide Band T ec hniques for An tenna F eeds

A.5.3.1 P atc h An tenna

The patc h an tenna is t ypically c haracterized b y a ground plane covered with a dielec-

tric material. A conductor is placed on top of the substrait in accordance to some

design sp eci�cation A.2. The dimensions of the patc h antenna can b e of the order of

a w a v elength or smaller.

Dielectric Material

Ground Plane

Conductor

L
2

1
L

Ground Plane

Short-Circuit Plate

W

Planar Element H

Patch Antenna

Planar F Antenna

Figure A.2: Simple Diagram of a Patc h and Planar F An tenna

The patc h an tenna has the following adv antages, dep ending on the design c hosen:
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[20]

� Lo w pro�le and conformal structure.

� Suitable for mass pro duction (lo w cost).

� Easy for miniaturization and ligh t w eigh t.

� Structurally robust.

� In tegration of a radiator and feeding system is p ossible.

The standard bandwidth of a patc h antenna is 1 - 2 %. [20 ]

The small size and ligh t w eigh t of the patc h antenna make it a go o d candidate

for a satellite an tenna feed, and the o�set design of the parab olic antenna w ould

o v ercome the in terference of the receiv ed signal which might b e caused b y the feed

plane. The standard patc h antenna w ould have a bandwidth that is sev eral p ercen t

to o small for the broadband application, how ever [20] presents metho ds for increasing

the patc h an tenna bandwidth. Some of these techniques are presented b elo w.

� Lo w Unloaded Q Substraigh t:

By selecting a substraigh t that results in a low Q v alue, the band width of the

patc h an tenna ma y b e increased to approximately 8.75 % of the mo dulating

frequency .

� Double Resonance Phenomenon

This technique uses a parasitic element to creat a second resonan t frequency .

The result is an increase in bandwidth of up to 8.5 % of the mo dulating fre-

quency .

� Wideband Imp edance Matc hing Netw ork.

Through the use of transmission line broadband imp edance matching techniques

the bandwidth of the patc h antenna can b e increased to 9.1 % of the mo dulating

frequency .
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T o increase these bandwidths further, a com bination of techniques can b e em-

plo y ed.

A.5.3.2 Planar In v erted F An tenna

The Planar in v erted F t ypically consists of a rectangular planar element, ground

plane, and a short circuit plate [20 ] (Figure A.2). These antennas are low pro�le, and

ha v e b een designed for v arious p ortable communication applications.

This t yp e of an tenna can b e designed to have dimensions less than a w a velength.

The bandwidth of the antenna can b e increased b y increasing the heigh t dimension

up to a maxim um of 14% of the mo dulating frequency .

A.5.3.3 Planar Spiral An tennas

The text b y Elliott [12 ] contains the design form ulas for planar spiral antennas. These

an tennas pro vide a very large bandwidth and a low pro�le b y using micro strip tech-

niques. The dra wback is that the antenna's ph ysical dimensions are large, which ma y

mak e dense clustering of feeds di�cult.

A.5.3.4 P otter Horn An tenna

In the w ork done b y Rao et. al. [33] a 45 GHz multi-b eam antenna w as designed.

The design used 121 Potter horn feeds to achiev e coverage in an 8

�

diameter. Ph ysical

mo deling and theoretical calculations sho w ed that the system op erated w ell within

43.5 to 45.5 GHz. This corresp onds to 4.5 % of the mo dulation bandwidth. The the

Potter Horn an tenna can achiev e a 30 dB side lob e lev el of suppression which makes

it a go o d candidate for the feed antenna required.

A.6 Filter Implemen tation

It is exp ected that the satellite system will b e noise limited, and therefore selective

�ltering is exp ected to impro ve the p erformance of the system.
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Tw o �lter designs op erating on t w o parallel branc hes are required. The �rst

branc h will �lter out all noise and message comp onen ts except for the kno wn carrier

frequency . This path will b e used for calculating the antenna w eigh ts based on the

cyclostationary prop erties of the carrier. A schematic of the prop osed scheme can b e

referred to in A.3

From Feed

and Down Converters

Message Filter
(Wide Bandwidth)

Carrier Filter
(Narrow Bandwidth at the Carrier Frequency)

To Message Recovery

Hardware

To Beamforming

Hardware

Figure A.3: Broad and Narrow band Filter Sc hematic for Message and Carrier Re-

co v ery

The second �lter will b e a wide band �lter, which will pass only the information

on the desired c hannel. This �ltered branc h will b e used to reco ver the message data.

Either �lter ma y b e implemented using analogue or digital techniques, dep ending on

the resources a v ailable on the satellite. The c hosen �lters must also preserv e phase

information necessary for b eamforming and signal com bining as muc h as p ossible

while pro viding a large attenuation in the stop band.

The critical �lter for the investigation of b eamforming is the �lter on the cyclosta-

tionary branc h. The message �lter is exp ected to impro ve p erformance of the system

through out of band noise rejection, but w ould not a�ect the p erformance of the cy-

clostationary algorithms. F or this reason, only the cyclostationary �lter is designed

and sim ulated in this thesis.

A transitional �lter will b e used to achiev e the tradeo� b etw een passband and
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phase distortion of the cyclostationary information path. [23] The design of this �lter

is presen ted b elo w.

A.7 T ransitional Filter Design

The transitional �lter com bines the relatively high attenuation of the Butterworth �l-

ter with the ideal phase resp onse of the Bessel �lter. This is done through a w eigh ting

of the p ole lo cation of the t w o �lters on the complex plane. The maximum n umb er

of p oles for the �lter w as limited to 25 due to soft w are sim ulation limitations. The

follo wing metho d w as used to �nd the T ransitional �lter p oles:

� The Butterw orth �lter p oles w ere calculated according to the required sp eci�-

cation.

� The Bessel �lter p oles w ere calculated according to the required sp eci�cation.

� The p ole lo cation of the T ransitional �lter w as found b y w eigh ting the p oles of

the Butterw orth and Bessel p ole lo cations and a veraging the w eigh ted v alues.

P

tr ans

=

W

B tt

P

B tt

+ W

B ss

P

B ss

W

B tt

+ W

B ss

(A.24)

P

tr ans

) Complex Poles of the transitional �lter

P

B tt

) Complex Poles of the Butterworth �lter

P

B ss

) Complex Poles of the Bessel �lter

W

B tt

) W eigh ting factor of the Butterworth �lter

W

B ss

) W eigh ting factor of the Bessel �lter

A.8 Butterw orth P ole Lo cation

The Butterw orth p oles pro vide the transitional �lter with the necessary attenuation

needed to ac hiev e the sp eci�cation. The design is done with resp ect to normalized

frequencies. The p ole lo cations ma y b e found as follows:
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j k

B tt

( j ! ) j = �

B tt

!

N

(A.25)

Here k

B tt

( j ! ) is the c haracteristic p olynomial of the �lter transfer function, �

B tt

is a scale factor, and N is the order of the �lter.

A

B tt

( ! ) = 10 log [1 + j k

B tt

( j ! ) j (A.26)

= 10 log [1 + �

2

B tt

!

2 N

] (A.27)

A

B tt

( ! ) represen ts the attenuation at a sp eci�c frequency . If the maximum atten-

uation at the normalized passband frequency is sp eci�ed as A

max

, and the minim um

stopband atten uation is sp eci�ed as A

min

, then �

B tt

and N ma y b e solved. Let 


s

b e

the stopband frequency .

�

B tt

=

q

10

A

max

= 10

� 1 (A.28)

N

B tt

=

log

r

10

A

min

= 10

� 1

10

A

max

= 10

� 1

log (


s

)

(A.29)

The p ole lo cation on the complex plane ma y b e found as follows:

P

B tt

= (

1

�

B tt

)

1

N

� exp

j [

� �

2

+

�

2 N

+

k �

N

]

(A.30)

Where k = [0 ; 1 ::: 2 N � 1] The p oles are symmetric ab out the complex axis. Only

those p oles on the left half plane are stable.

A.9 Bessel P ole Lo cation

The Bessel p oles pro vide the transitional �lter with a constan t phase shift o ver a

sp eci�ed frequency required for correct p erformance. The design is done with resp ect

to normalized frequencies. The p ole lo cations ma y b e found as follows:
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The Bessel transfer function is

H

B ss

( s ) =

a

o

M

B ss j 2

+ N

B ss j 2

(A.31)

4

= M

B ss

( s ) + N

B ss

( s ) (A.32)

M

B ss j 2

( s ) = q

0

+ q

2

s

2

+ ::: (A.33)

N

B ss j 2

( s ) = q

1

s

1

+ q

3
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+ ::: (A.34)
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0
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M

2
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B ss j 2
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(A.35)

N

B ss

( s ) =

� q

0

N

B ss j 2

( s )

M

2

B ss

( s ) � N

2

B ss j 2

( s )

(A.36)

The quan tit y of in terest in the Bessel �lter is the dela y o ver the passband which is

ideally uniform. The dela y ma y b e calculated using the following form ula:

�

B ss

( ! ) =

M

B ss 2

( ! ) N

0

B ss 2

( ! ) � N

B ss 2

( ! ) M

0

B ss 2

( ! )

M

2

B ss 2

( ! ) � N

2

B ss 2

( ! )

(A.37)

Where the prime denotes di�eren tiation with resp ect to ! . The solution to the ab o ve

equation for dela y ma y b e approximated using Bessel p olynomials from which the

Bessel �lter p oles ma y b e found.
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App endix B

Satellite F o otprin t Calculations

The satellite fo otprin ts are contour plots of lines of equal p o w er which originate from

the satellite and intersect the earth. This information is needed to determine the

lo cation of the feed element with the appropriate coverage area on the ground. A

simple metho d of calculating the main lob e fo otprin ts of a geostationary satellite w as

derived b y Sp y and Haakinson [38]. The the technique is limited b y the following

restriction.

� No consideration is giv en to the interaction of antenna radiation with atmo-

sphere.

� The small v ariation of receiv ed p o w er due to slightly di�ering distances from

the di�eren t transmitter lo cations within a fo otprin t are ignored. This p o w er

v ariation is due to the curv ature of the earth, and is small for small b eam

fo otprin ts.

� The earth is assumed to b e p erfectly spherical.

� Only the main lob e pattern is calculated.

This technique requires kno wledge of the satellite longitude lo cation �

es

, the aim

p oin t lo cation ( �

eA

; �

eA

), and the b eam width �

bw

. The program �nds a cone of

constan t p o w er density which corresp onds to the main lob e of the antenna pattern.
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Once this cone is de�ned from the satellite p osition , a lo cus of intersection of p oin ts

with the earth are calculated.

The satellite lo cation for geosync hronous orbit is de�ned as

s = (

GM P

2

4 �

2

)

1

3

(B.1)

= 6 : 62 R (B.2)

The form ulas required for the calculation of the intersection of a line from the

satellite with the earth are presented b elo w. The b eam fo otprin t w as found b y itera-

tiv ely p erforming the calculation for the b eam for di�eren t �

bw

v alues.
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Figure B.1: Earth-Satellite Geometry for the Calculation of Beam F o otprin ts
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� The co ordinate system used for the earth is sp eci�ed in App endix E. All dis-

tances are expressed in earth radii.

� The aim p oin t is the p oin t on the earth to where the satellite's z axis is directed.

The satellite geometry and orientation relative to each other are sp eci�ed in

App endix E. The aim p oin t is a kno w lo cation on the earth and corresp onds to

the b eam center for a particular antenna element.

� As seen in the diagram B.1, the intersection p oin t of the satellite ray with the

earth ma y b e found b y solving the following relation.

~

f = ~ s +

~

t (B.3)

Where

~

f is the intersection p oin t of the ray from the satellite with the earth,

~

t

is the ray from the satellite to the intersection p oin t F, and ~ s is the ray from the

earth cen ter to the satellite. In this equation the only unknown is the vector

~

t .

F or the calculation of the unknown parameters d

1

, d

2

, and

~

t the following pro ce-

dure is used.

Applying the cosine law to the satellite geometry , it can b e sho wn that:
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= [ j s j

2

+ j s j cos

2

( �
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) cos( �
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( �
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� �
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1 = 2

(B.5)

F rom these v alues the comp onen ts of

~

t ma y b e calculated in the earth centered

co ordinate system.
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)) � (B.7)
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T o �nd the magnitude of

~

t , it can b e sho wn that

~

f �

~

f = ( ~ s +

~

t ) � ( ~ s +

~

t ) (B.9)

= 1

This leads to the following quadratic equation:

j t j
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+ B
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j t j + B
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The constan ts B

1

and B

2

ma y b e found b y:
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The follo wing ph ysical situations o ccur under these range of v alues for the discrimi-

nant of equation B.10.

� The b eam from the satellite do es not intersect the earth at all when

B

2

1

� 4 B

2

< 0 (B.13)

This solution giv es a complex solution to the equation for

~

t .

� The b eam from the satellite intersects the earth at t w o lo cations when

B

2

1

� 4 B

2

> 0 (B.14)

The smaller magnitude of the t w o p ossible solutions corresp onds to the ph ysical

pro jection of the satellite contour on the earth.
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In conclusion, the Cartesian and angular co ordinates for the intersection p oin t f

in earth cen ter co ordinates can b e calculated using:

f

ex

= s

ex

+ (

t

x

j t j

) j t j (B.15)

f

ey

= s

ey

+ (

t

y

j t j

) j t j (B.16)

f
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= (

t

x

j t j

) j t j (B.17)
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2

) (B.18)

�

ef

= tan

� 1

(

f

y

f

x

) (B.19)

Computer sim ulation programs have b een created which uses this technique for

�nding the b eam fo otprin ts. F or the circular ap erture, the v ariable �

bw

ranges o ver

2 � radians, which results in a closed contour of p oin ts of intersection with the earth

for a sp eci�ed b eam width �

bw

and target lo cation A

T

.

197



App endix C

Beam P atterns for O� F o cus F eeds

This app endix presents the degradation which results from mo ving the feed from the

cen ter of the fo cus. The feed lo cations w ere based on the co ordinates in table 2.9.

The b eam patterns w ere calculated using the parab olic antenna program dev elop ed

in [11].
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Figure C.1: Beam Pattern of F eed 1
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Figure C.2: Beam Pattern of F eed 2
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Figure C.3: Beam Pattern of F eed 3
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Figure C.4: Beam Pattern of F eed 4
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Figure C.5: Beam Pattern of F eed 5
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Figure C.6: Beam Pattern of F eed 6
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App endix D

Comm unicatio ns Mo del Bac kground

This app endix giv es a detailed account of the mo dels used in determining the param-

eters to b e used in the link budget analysis, and the e�ects of di�eren t v ariables on

the atten uation mo dels used. Only the most signi�cant of these e�ects are presented

in the �nal calculation for the link budget.

The recen t in terest in satellite communications using the Ka frequency band has

lead to a study of the e�ects of atmospheric conditions on the propagation of these

service links. Empirical studies have rev ealed a lot of v ariation among sites, due

to v ariables such as temp erature, elev ation angle, relative h umidit y and other site

sp eci�c phenomenon. Muc h has yet to b e satisfactorily mo deled.

The atmospheric communication link for this thesis has b een dev elop ed based

primarily on the empirical statistical data collected b y Lo o [27], and the Olympus

Satellite exp erimen t p erformed b y W arren et.al. [42], the CCIR mo del, and the mo d-

els presen ted b y Alln utt [3] which are dev elop ed using exp erimen tal and theoretical

calculations.

A tmospheric attenuation due to Ionospheric conditions, T rop ospheric conditions,

and Rain atten uation w ere investigated. Where p ossible, other atmospheric e�ects

w ere incorp orated into the mo del based on the data a v ailable. Channel mo deling

of the Ka band is an area of on going researc h, and there is relatively little long

term empirical data a v ailable which can b e used for sim ulation. The c hannel mo del

presen ted here incorp orates the most signi�cant inuences on the Ka band frequency
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link, and where p ossible p essimistic v alues w ere used to giv e a upp er b ound on the

atten uation. Other factors are omitted from the mo del and the justi�cation for these

omissions are presented.

D.1 Statistical Channel Mo del of the Carrier at

the Ka F requency Band

In order to determine the conditions under which the b eamforming algorithms must

p erform, it is �rst necessary to dev elop an accurate c hannel mo del. The goal of this

mo del is to predict the amount of attenuation of the signal at the Ka frequency band,

and the necessary gain needed to achiev e the system goals. This information will also

b e used in designing the parab olic antenna used to receiv e the signal.

The pap er b y Lo o [27 ] collects signal strength and phase measuremen ts from the

Olympus satellite for b oth mobile and stationary signals. The test measuremen ts

w ere tak en from the region around Otta w a On tario Canada. This lo cality had an

elev ation angle of 14 : 2

�

with resp ect to the satellite. A contin uous w a ve signal w as

used to mak e the measuremen ts at a signal frequency of 28.07 GHz for the stationary

measuremen t. This system used a 4.2 m receiving parab olic antenna.

Statistical data w as collected under a v ariety of w eather conditions. This infor-

mation w as analyzed, and a trial and error approac h w as attempted to �nd the b est

distribution �t with the empirical data. It w as found that for the stationary receiv er,

the communication's c hannel dep ended only on the w eather conditions. A Gaussian

distribution for phase and amplitude w as found to accurately predict the empirical

data. This mo del w as usually reliable up to the 99 % con�dence lev el for b oth am-

plitude and phase mo dels. The distribution of the mo del under rain conditions had

the largest v ariance of the w eather patterns observ ed. Th under sho w ers and cum u-

lus cloud had the next largest v ariances resp ectively . Belo w is a repro duction of the

statistical results. [27]

These statistics sho w that the mean en velop e is attenuated signi�cantly dep ending
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W eather Conditions En velop e Mo del Phase Mo del

Parameters Parameters

Mean* V ariance Mean V ariance

clear sky 0.413 0.00087 0.0072 0.00357

cloudy 0.498 0.00025 0.0086 0.00405

cum ulus cloud 0.346 0.00272 0.0154 0.00864

o v ercast 0.440 0.00041 0.0274 0.00414

in termitten t ligh t rain 0.483 0.00003 0.0088 0.00546

th under sho w er 0.436 0.01386 0.0068 0.00414

ligh t sno w 0.488 0.00034 0.0088 0.00442

o v ercast with sno w 0.458 0.00039 0.0082 0.00459

blo wing sno w 0.500 0.00021 0.0089 0.00435

ice p ellets 0.482 0.00062 0.0094 0.00544

rain 0.662 0.02000 -0.0089 0.03077

*

nominal signal en v elop e lev el is 1. volt

T able D.1: Statistical Data on Carrier En velop e Under V arious W eather Patterns
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on the w eather conditions, while the energy of the sin usoid remains relatively constan t

as indicated b y the low v ariance of the en velop e. Due to this low v ariance, the c hannel

will b e mo deled as a non-time v arying system for the purp oses of sim ulation. Other

mo dels will b e used to calculate the amount of attenuation of the signal.

D.2 Ionospheric E�ects

The ionospheric e�ects are due to the c harged particles in the atmosphere which result

from a n umb er of sources, the most signi�cant of which is the solar wind. These

c harged particles ma y cause attenuation and multipath e�ects that can degrade the

transmitted signal. An account of the ionospheric e�ects are presented b elo w.

D.2.1 Refraction/Direction of Arriv al V ariation

The e�ects of refraction are not signi�cant for frequencies ab o ve 10 GHz. The b eam-

forming algorithms used in the thesis are not dep enden t on kno wing the direction

of arriv al of the information. Average v alues for the direction of arriv al v ariation

due to the ionosphere ma y b e calculated in an actual design of a satellite system,

but this factor is considered unimp ortant for the purp ose of sim ulating the e�ects of

b eamforming on a satellite c hannel.

D.2.2 F arada y Rotation

Due to the anisotrop y of the medium which results from the distribution of ionized

particles, linear p olerized w a ves will su�er an angular rotation according to the fol-

lowing form ula

�

f d

=

2 : 36 � 10

4

f

2

B

av

Z

N dl (D.1)

Where
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f ) frequency (Hz)

N ) n umb er of electrons =m

3

B

av

) a v erage strength of earth's magnetic �eld ( W b=m

3

)

dl ) incremen tal distance through plasma. (m)

T E C ) T otal Electron Content (electrons =m

2

)

The TEC is calculated for a zenith path having a cross-section of 1 m

2

. T ypical

v alues of TEC v ary b etw een 10

16

and 10

18

. T o minimize the e�ect of F araday rotation

on the signal, circular p olerization will b e used in transmission. The F araday e�ect

w ould mak e frequency reuse using p olerization to pro vide signal isolation di�cult for

other communications systems, esp ecially those op erating at low er frequencies where

the F ariday rotation e�ect b ecomes more signi�cant.

D.2.3 Group Dela y

The frequency dep enden t nature of the medium will result in parts of the signal

reac hing the target at di�eren t times. The group dela y b etw een the highest and

low est comp onen t of the transmitted bandwidth ma y b e calculated using:

4 t

i

=

1 : 34 � 10

� 7

f

2

� T E C (D.2)

� t

g d

= 4 t

2

� 4 t

1

(D.3)

The in v erse frequency relationship of the group dela y makes it a secondary factor at

Ka band frequencies.

D.2.4 Phase Adv ance

The dela y of arriv al of the signal in the time domain, can b e mo deled as a phase

adv ance in the frequency domain. The phase adv ance for a sp eci�c frequency is

calculated as follo ws:

4 �

pa

=

(8 : 44 � 10

� 7

)

f

2

� T E C (D.4)
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d�

pa

dt

=

( � 8 : 44 � 10

� 7

)

f

2

� T E C (D.5)

The in v erse relationship of the phase adv ance with resp ect to frequency makes

its impact on the o verall signal a secondary e�ect. The phase adv ance phenomena

demonstrate a p oten tial problem for broad band digital signals at low er frequencies

which w ould b e a�ected b y pulse smearing.

D.2.5 Doppler F requency

The atmospheric conditions are time dep enden t in nature. Therefore the rate of

c hange of the phase adv ance results in a frequency uctuation. This ma y b e calculated

as follo ws:

f

D

=

1 : 34 � 10

� 7

f

d ( T E C )

dt

(D.6)

F or the system studied in this thesis, the target station is assumed to b e stationary

during transmission, therefore there is no Doppler shift due to the earth station unit.

The Doppler frequency with resp ect to the ionosphere is not considered signi�cant

at the Ka band frequency range due to the inverse frequency relationship. This

assumption is also supp orted b y Lo o's empirical statistical mo del presented in section

D.1.

D.2.6 Disp ersion

The rate of c hange of the time dela y with frequency is the disp ersion of the signal

due to time dela y . This quan tit y ma y b e mo deled as follows:

j 4 �

pd

j =

(8 : 44 � 10

� 7

)

f

2

� B � T E C (D.7)

The v ariable B is the bandwidth of the signal transmitted. the disp ersion angle

is again an in v erse function of frequency which makes the e�ect of disp ersion on the

signal relatively small for the Ka band frequencies.
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D.2.7 Ionospheric Scin tillation

Ionospheric scin tillation is caused b y v ariations in the electron density . This will

cause a v ariation in fo cusing e�ect due to c hanges in F resnel zones. The uctuations

are usually seen as a rapid v ariation in amplitude of the signal around a mean lev el.

F or regions a w a y from the geomagnetic equator, which have an elev ation angle of

appro ximately 10 degrees or greater, and with a frequency ab o ve 10 GHz, the e�ects

of ionospheric scin tillation are negligible.

D.2.8 Summary of Ionospheric E�ects

Belo w is a table of the e�ects of ionospheric factors on a 20 GHz signal. These results

w ere scaled from data presented in [3]

E�ect F requency 20 GHz

Dep endence

F araday

1

f

2

0 : 28

�

Rotation

Propagation

1

f

2

0.625

dela y ns

Refraction

1

f

2

< 0 : 09

00

V ariation in

1

f

2

0 : 03

00

direction of of arc

arriv al

Disp ersion

1

f

2

0 : 5 � 10

� 7

ps/Hz

T able D.2: Calculation Summary of Ionospheric E�ects

The high frequency e�ects of Ka band frequencies makes ionospheric e�ects on

the signal secondary as sho wn b y the ab o ve table.
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D.3 Clear Air E�ects

Clear air e�ects primarily deal with the e�ects that the low er atmosphere has on

the radio signal. It has b een presented in [3] that the most signi�cant inuence on

the magnitude of clear air interference comes from the elev ation angle. F or elev ation

angles ab o v e 5 degrees, the e�ect of the atmosphere are usually only a secondary

consideration. The ray b ending due to the trop osphere is not considered relev ant

for the c hannel mo del b eing dev elop ed in this thesis due to the blind b eamforming

algorithms b eing considered.

D.4 T rop ospheric Scattering

T rop ospheric scattering is a result of turbulence in the low er earth atmosphere which

causes v ariations in the medium's density and comp osition. This b ecomes a signi�cant

for the signal when the elev ation angle is b elo w approximately 1 degree. T rop ospheric

scattering w as not mo deled in this thesis.

D.5 An tenna Gain Reduction

The apparen t reduction in the gain of an antenna increases as the e�ective ap erture

increases. The e�ect of antenna gain reduction b ecomes larger as the frequency

increases. Alln utt [3] has presented a relation based on empirical data which giv es

regions of an tenna gain reduction based on the elev ation angle and the b eam width of

the reector. The gain reduction is primarily a result of the phase distortion of the

receiv ed electric �eld. This results in a nonuniform phase incident on the antenna

ap erture. F or a b eam width of 0 : 2

�

, and an elev ation angle of 20

�

, the antenna gain

is reduced b y a factor of 0.5 dB. This gain reduction w as incorp orated in the link

budget analysis.
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D.6 Absorptiv e E�ects

Polerized molecules will cause an increase in the complex comp onen t of the dielectric

p erm utivit y . This will in turn absorb p o w er in frequencies which are around the res-

onating frequency of that molecule. The most abundant p olar molecules in the earth's

low er atmosphere are o xygen and w ater v ap our. The e�ect of gaseous absorption is a

function of temp erature and pressure of the atmosphere. Some of the e�ects of these

gasses are outlined b elo w.

D.6.1 Absorption due to Oxygen

The resonan t absorption line of o xygen o ccurs at 118.74 GHz, and it has a collection

of smaller absorption frequencies around 60 GHz. A mo del for the prediction of the

atten uation due to the absorption of o xygen is presented in [3] This mo del assumes a

standard atmospheric pressure of 1013 mb and a temp erature of 15 C

�

.



o

= [7 : 19 � 10

� 3

+

6 : 09

f

2

+ 0 : 227

(D.8)

+

4 : 81

( f � 57)

2

+ 1 : 5

] � f

2

� 10

� 3

dB/km (D.9)

f < 57 GHz (D.10)

The correction factor for temp erature can b e found using:



o j T emp

= 

o j 15

�

C

� [ � 0 : 01( T emp � 15

�

C )] dB/km (D.11)

� 20

�

C < T emp < 40

�

C (D.12)

The heigh t of dry o xygen is calculated b y integrating along the path from the earth

station to the satellite, taking into account the c hange of pressure and temp erature.

An appro ximation to this metho d is used b y assuming that a �xed heigh t for the dry

o xygen.

h

o

= 6 (D.13)
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Figure D.1: E�ect of Elev ation Angle on Oxygen and W ater attenuation at = 20 GHz

h

o

is giv en in km, and is v alid for f < 57 GHz.

The e�ect of Oxygen attenuation due to elev ation angle and frequency are giv en

in �gure D.1. These �gure sho w that as the elev ation angle decreases the o xygen

atten uation rises signi�cantly .

F requencies around 50 GHz sho w high attenuation due to the resonan t frequency

of o xygen. Oxygen do es not displa y any dominan t resonan t frequencies in the 20-30

GHz range.

D.6.2 Absorption due to W ater

The resonan t frequencies of w ater o ccurs at 22.3, 183.3 and 323.8 GHz. This is

signi�cant b ecause one of the absorption lines o ccurs in the frequency band of the

prop osed system. F orm ulas are presented in [3] for a pressure of 1013 mb and 15

degrees C. The attenuation co e�cient due to w ater ma y b e calculated using:



w

= [0 : 5 + 0 : 0021 �

w

+

3 : 6

( f � 22 : 2)

2

+ 8 : 5

(D.14)
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Figure D.2: E�ect of F requency on Oxygen and W ater attenuation

+

10 : 6

( f � 183 : 3)

2

+ 9 : 0

+

8 : 9

( f � 325 : 4)

2

+ 26 : 3

] f

2

�

w

10

� 4

(D.15)

The correction factor for temp erature can b e found using:



w j T emp

= 

w j 15

�

C

� [ � 0 : 006( T emp � 15

�

C )] dB/km (D.16)

� 20

�

C < T emp < 40

�

C (D.17)

This form ula is accurate to within 15 % o ver the range of measured w ater v ap our

density �

w

of 0-50 g =m

3

.

The equiv alen t heigh t for w ater v ap our ma y b e calculated b y:

h

w

= h

w o

[1 +

3 : 0

( f � 22 : 2)

2

+ 5

+

5 : 0

( f � 183 : 3)

2

+ 6

+

2 : 5

( f � 325 : 4)

2

+ 4

(D.18)

h

w o

has a v alue of 1.6 km in clear w eather, and 2.1 km in rain. It is measured in

km and is v alid for f < 350 GHz.

D.6.3 T otal Gaseous A tten uation due to Absorption

The total zenith attenuation A

g

due to atmospheric gasses ma y b e found as follows.
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A

g

=



o

h

o

e

� h

s

=h

o

+ 

w

hw

sin( �

el

)

(D.19)

This form ula is v alid for slan t angles �

el

greater than 10 degrees, and f < 50 GHz.

The v ariable h

s

is the earth station's heigh t ab o ve sea lev el.

D.7 T rop ospheric Scin tillation E�ects

The e�ect of wind on the low er earth atmosphere tends to mix up the di�eren t

strati�cation lay ers of gas which causes a v ariations in the refractiv e index to o ccur

o v er small in terv als at a rapid rates. Amplitude and phase v ariations due to the

c hange in the refractiv e index app ear as amplitude v ariations at the receiving antenna.

Studies ha v e sho wn [3] that the e�ect of the trop ospheric scin tillations increases with

frequency and with decreasing elev ation angle.

The empirical data collected b y Lo o [27] sho ws that for a sin usoidal frequency

op erating at the Ka frequency band, the v ariation in the signal amplitude is not

v ery large. The cyclostationary algorithms which will b e employed dep end only on

the preserv ation of the kno wn carrier sin usoid, and should not b e degraded b y the

slight carrier en v elop e v ariations. (Section D.1). F or this reason, the trop ospheric

scin tillation e�ects w ere not mo deled in the c hannel. F or a metho d on the mo deling

of trop ospheric scin tillation refer to [3].

D.8 A tten uation E�ects

The atten uation on the satellite signal is the most signi�cant e�ect in the link budget

analysis. The attenuation is a result of t w o main mec hanisms which are absorption

and scattering.

The �rst form of attenuation results when the medium absorbs some of the signal

energy . This energy is then retransmitted through thermal vibrations. The result

observ ed is an increase in the thermal noise of the system.
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Figure D.3: Sc hematic of Absorption Mec hanisms

The second metho d of attenuation is in the form of scattering. In this mec hanism

the energy is redirected and not absorb ed b y the medium. The scattering e�ects

of radio signals ab o ve 1 GHz b ecomes quite complex due to the fact that at these

frequencies the w a velength of the carrier is smaller than the drop size of most w ater

v ap our particles. A detailed account of scattering is found in [3], and will not b e dealt

with explicitly in the sim ulation mo del. The e�ects of the t w o t yp es of attenuation

mec hanisms are accounted for in the attenuation prediction mo dels presented b elo w.

a Sc hematic represen tation of absorption and scattering is sho wn in �gure D.3.

D.8.1 A tten uation Prediction Mo dels

The most signi�cant amount of attenuation is cause b y rain. It is therefore necessary

to c ho ose an appropriate rainfall mo del for the region in question. The rain mo del

c hosen for this thesis is the standard CCIR prediction mo del. It w as c hosen for sev eral

reasons. The attenuation predicted using this mo del has sho wn a go o d correlation

for most t ypical long term rainfall patterns for frequencies b elo w f < 30 GHz. The
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Figure D.4: E�ect of Elev ation on Rain A tten uation

mo del is simple, and needs only a few parameters for its calculation. It is widely

used and accepted as a standard metho d of rain attenuation calculation in satellite

systems for design and comparison.

The CCIR mo del determines an outage p ercen t based on a statistical prediction

of rain fall for a region.

The follo wing terms are used in the attenuation mo del.

R

0 : 01

) Poin t rainfall rate for the lo cation

for 0.01 p ercen t of an a verage year mm/hr.

h

s

) heigh t ab o ve mean sea lev el of the earth station (km)

�

el

) elev ation angle (degrees)

�

elat

) latitude of earth station (degrees)

The metho d for predicting the attenuation that is exceeded 0.01 p ercen t of the

time is presen ted b elo w. A mo di�cation is also included for predicting other p ercen t

outage lev els. Parameters a�ecting some of the signi�cant contributions to the atten-

uation mo del are plotted based on the equations found in [3]. All plots are based on

a 20 GHz carrier frequency , and a selected outage p ercen tage of .01
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Figure D.5: E�ect of F requency on Rain A tten uation

Figure D.4 sho ws that as the elev ation angle decreases, the attenuation due to

rain increases signi�cantly . This b ehavior will a�ect the the selection of the target

lo cation on the earth of the parab olic antenna.

Figure D.5 sho ws that as the frequency increases so do es the attenuation due to

rain. It can b e observ ed that the attenuation at 30 GHz is approximately 10 dB

higher than at 20 GHz. F or this reason the downlink c hannel w as c hosen to b e at 20

GHz due to the p o w er limitations on the satellite.

The atten uation due to the heigh t ab o ve sea lev el decreases with elev ation as

sho wn in �gure D.6. Lo cations closer to sea lev el receiv e more attenuation which is a

result of a thic k er layer of precipitation.

The e�ect of the selected outage p ercen t on the attenuation margin is also plotted.

This sho ws a steep rise in the attenuation margin for con�dence lev els of greater than

0.01 % p er y ear. Therefore the cost of decreasing the outage p ercen t b elo w 0.01 %

w ould b e v ery exp ensive in terms of hardw are or p o w er.

The follo wing collection of equations outline the calculation of the attenuation

parameters for the CCIR attenuation mo del as presented in [3]
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Figure D.6: E�ect of Heigh t Ab o ve Sea Level on Rain A tten uation

� The rain heigh t h

R

is calculated from the latitude of the station, and is in units

of km.

h

R

=

8

>

<

>

:

4 : 0 0 < �

el

< 36

�

4 : 0 � 0 : 075( �

el

� 36) �

el

> 36

�

(D.20)

� The slan t path for angles ab o ve �

el

> 5

�

can b e found using the following

equation. L

s

is calculated in km.

L

s

=

( h

R

� h

s

)

sin( �

el

)

(D.21)

� The horizon tal pro jection of the slan t path is

L

G

= L

s

cos( �

el

) (D.22)

� The reduction factor r

0 : 01

for 0.01 % outage time can b e calculated from

r

0 : 01

=

1

1 + 0 : 045 L

G

(D.23)
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Figure D.7: E�ect of Percen t Outage Level on Rain A tten uation

� The v alue for the rain intensit y (in tegration time of one min ute) is obtained.

The standard CCIR map of rain climate is used to obtain R

0 : 01

for the region

in question. [3]

� The sp eci�c attenuation 

r

is obtained b y using the co e�cients giv en in [3].

The follo wing equation �nds the sp eci�c attenuation in dB/km.



r

= k ( R

0 : 01

)

�

(D.24)

�

30 GH z

= 1 : 021

�

20 GH z

= 1 : 099

k

30 GH z

= 0 : 187

k

20 GH z

= 0 : 0751

� The atten uation in dB exceeded for 0.01 p ercen t of an a verage year ma y b e

predicted from

A

0 : 01 j R

= 

r

L

s

r

0 : 01

(D.25)
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Figure D.8: Down Link Degradation Mec hanism

� The atten uation to b e exceeded for other p ercen tages of an a verage year in

the range 0.001 to 1.0 p ercen t ma y b e estimated from the attenuation to b e

exceeded for 0.01 p ercen t for an a verage year b y using:

A

p

j R

A

0 : 01

j R

= 0 : 12 p

� (0 : 564+0 : 043 log( p )

) (D.26)

D.9 Do wnlink Degradation

The energy that is absorb ed b y rain is retransmitted in the form of thermal energy .

This increase in temp erature of the en vironmen t can have a signi�cant e�ect up on

the total noise in the system.

The satellite antenna used for the uplink is p oin ted tow ards the earth, and for

this reason there is a high lev el of thermal noise incident up on the antenna due to

the w arm earth . The thermal noise lost b y the signal and absorb ed b y rain is not

signi�cant to the total noise radiated b y the earth on the uplink.

The do wnlink antenna how ever is p oin ted tow ards the "co ol" sky . As a result the

thermal noise temp erature is muc h low er, and the increase in thermal noise due to the

rain can b e signi�cant. The downlink degradation factor is a measure of the increase

in atten uation due to the thermal noise absorb ed from the signal b y the w ater v ap our.
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Figure D.9: An tenna Noise Sc hematic

Figure D.8 depicts schematically this mec hanism.

T o calculate the downlink degradation factor (DND), the following v ariables must

b e de�ned. The v ariables are represen ted schematically on the diagram D.9

T

sy s

) System noise temp erature. (

�

K )

T

A

) Noise temp erature incident on antenna. (

�

K )

T

r

) Receiv er noise temp erature (

�

K )

T

c

) Cosmic noise temp erature (

�

K )

T

m

) T emp erature of the medium (

�

K )

�

f

) F eed transmission factor

A

sk y

) T otal atmospheric attenuation (dB)

A

g

) Gaseous attenuation (dB)

A certain amount of the energy receiv ed b y the antenna is absorb ed b y the feed

line to the receiv er. The receiv er in turn transmits some thermal noise which is

prop ortional to its temp erature. The DND factor ma y b e found using the following

steps.
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� The total system noise temp erature must b e found. This can b e done using:

T

sy s

= T

r

+ (1 � �

f

) T

f

+ �

f

T

A

(D.27)

� It is necessary to �nd the clear sky attenuation with and without attenuation

due to rain.

T

A j clear sk y

= T

m

(1 � 10

� A

g

= 10

) + T

c

� 10

� A

g

= 10

) (D.28)

T

A j r ain

= T

m

(1 � 10

� A= 10

) + T

c

� 10

� A= 10

) (D.29)

A

g

ma y b e calculated from equation D.19.

� The do wnlink degradation factor is then calculated as follows:

D N D = A + 10 log (

T

sy s j r ain

T

sy s j clear sk y

) (D.30)

The DND can have a signi�cant a�ect on the lev el of receiv ed noise seen b y the

earth station. F or example, the following v alues w ere used:

A

g

=0.5 dB T

c

=2 : 7

�

K T

m

=280

�

K A=5.0 dB �

f

= 0.95 T

f

=280

�

K T

r

=200

�

K

Here the resulting temp eratures calculated w ere:

T

A j clear sk y

=39 : 2

�

K T

A j r ain

=192 : 3

�

K T

sy s j clear sk y

=245 : 3

�

K T

sy s j r ain

=396 : 7

�

K

F rom this the DND w as found to b e:

D N D = 5 + 2 : 1 (D.31)

= 7 : 1 (D.32)

The additional increase of 2.1 dB in attenuation is signi�cant in the total link budget

calculation for system p erformance and capacit y .

D.10 F requency Scaling

The transmitted frequency band prop osed is has a large bandwidth. F or this reason

it w as necessary to dev elop an accurate mo del that w ould frequency scale the atten-

uation at the band edges. This w as signi�cant in determining if the signals on the
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edge of the frequency c hannel w ould su�er signi�cantly more or less than c hannels

closer to the target frequency . An empirical statistical mo del w as used to achiev e the

atten uation scaling parameters. The attenuation of a radio b eacon at the frequencies

of 12.5, 20 and 30 GHz w ere measured o ver one year. Data w as collected b y a researc h

group in Blac ksburg Virginia from the Olympus satellite at an elev ation angle of 14

degrees. This angle pro vides a w orst case scenario for coverage in Canada with a

geostationary satellite. The data in this exp erimen t is unique due to the fact that

measuremen ts w ere made sim ultaneously at all three frequencies. Using this data,

the follo wing frequency scaling principle w as derived based on the frequency scaling

p o w er law. [25 ]

RAS

n

( f

L

; f

U

) =

AC A ( f

U

)

AC A ( f

L

)

(D.33)

= (

f

U

f

L

)

n

(D.34)

Where A CA is the attenuation due to clear sky conditions, and RAS is the statistical

atten uation ratio.

Analysis of the a veraged data ratios for the factor n sho w ed that the b est v alue

to matc h the data when scaling from 20 to 30 GHz w as 1.72. The a verage v alue for n

w as found to b e 1.9 for general frequency scaling across the Ka/Ku frequency bands.

This relation for the attenuation scaling is accurate 50 % of the time. F or example,

if the atten uation at the low er frequency is exceeded 1 p ercen t of the time p er year,

then the frequency scaled result is exceeded 0.5 p ercen t of the time. (50 p ercen t of

one p ercen t)

F or a more accurate frequency scaling prediction, presented an empirical mo del

based on collected data. This mo del is accurate 99 p ercen t of the time for attenuation

in the Ka/Ku band.

A ( f

U

)

99%

= (

f

U

f

L

)

2 : 65

A ( f

L

) � 0 : 00138(

f

2

f

1

)

6 : 98

A ( f

L

) (D.35)
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The prediction mo del presented ab o ve sho w ed a signi�cant impro vemen t in p er-

formance as compared to other frequency scaling attenuation mo dels.

D.11 F ading Statistics

In the pap er b y [42 ] secondary statistics are presented using data obtained from the

Olympus Satellite program using b eacons at frequencies of 12.5, 20 and 30 GHz. The

most in teresting secondary statistic is the fade duration statistics for a giv en attenu-

ation. These measuremen ts w ere tak en under the same conditions as [25] describ ed

ab o v e.

The exp erimen t set threshold lev els of at v arious lev els of clear air attenuation and

then calculated the time during a particular fade that the attenuation w as b elo w this

lev el. The raw data w as smo othed using a 30 sec blo c k a veraging windo w to remove

scin tillations. F ade even ts w ere group ed into durations ranging from 1 sec to 1 hour.

Generally it w as found that with an increase in the carrier frequency , the n umb er of

fades, and the fade duration increased.

The follo wing data w as obtained which giv es a b ound to the t yp e of service pro-

vided for a giv en threshold lev el for clear air attenuation. Clear air attenuation is

primarily a result of rain.

F requency > 10 sec > 100 sec > 1000 sec

(GHz)

20 100 70 8

30 300 200 30

T able D.3: F ading Duration Statistics: 15 dB A tten uation Threshold

The clear air prop erties of the w eather in Virginia is assumed to b e close enough

to the w eather in Canada such that the empirical data dev elop ed here is relev ant in

pro viding some indication of the fading en vironmen t.
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F requency > 10 sec > 100 sec > 1000 sec

(GHz)

20 70 30 10

30 200 100 30

T able D.4: F ading Duration Statistics: 20 dB A tten uation Threshold
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The fading statistics giv e a measure of the t yp e of p erformance that subscrib ers

to the system w ould have to deal with under w orst case scenarios.
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App endix E

Co ordinate System T ransformations

Throughout this thesis it w as necessary to use a v ariety of co ordinate systems to

aid in calculations and for visualization of the ph ysical geometry . This app endix

contains a summary of the co ordinate systems used, under what conditions, and how

to transform among them.

The reference "Generation and Displa y of Satellite An tenna Patterns" b y Co ok et.

al. [8] pro vided the transformation form ulas and the reference mo dels needed.

E.1 Earth Cen tered System

The earth cen tered system is used in calculation of the b eam fo ot prin ts and the

target p osition of the main b eams. It is also used to output the maps corresp onding

to the co v erage lo cation.

This co ordinate system has its origin lo cated at the center of the earth. The p ositive

z axis p oin ts to the north p ole, the p ositive x axis intersects the Greenwich Meridian

and the p ositiv e y axis p oin ts 90

�

east according to the righ t hand rule. [8]

The follo wing form ulas are used to de�ne the spherical and Cartesian co ordinates for

the earth cen tered system.

x

e

= R

e

cos ( �

e

) cos ( �

e

) (E.1)

y

e

= R

e

cos ( �

e

) sin( �

e

) (E.2)
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z

e

= R

e

sin( �

e

) (E.3)

T o transform from Cartesian to spherical co ordinates:

R

e

= 6371 k m (E.4)

�

e

= sin

� 1

( z

e

=R

e

) (E.5)

�

e

= tan

� 1

( y

e

=x

e

) (E.6)

m

r

e

e

R

z

x e

e
Greenwich Meridian

Equator

Figure E.1: Earth Co ordinate system Geometry

Here, the subscript "e" denotes the earth centered system, and the constan t R

e

refers to the earth's radius. A geometric represen tation of the co ordinate system is

sho wn in �gure E.1.
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E.2 Satellite Cen tered System

The satellite cen tered system has the z-axis p oin ting tow ards the center of the earth,

and the x-axis is oriented tow ards the north p ole of the earth. The y-axis corresp onds

to the orien tation of a righ t handed co ordinate system. Here the subscript "s" denotes

the satellite system. A geometric represen tation is sho wn in �gure E.2.

x

y

z

Sub-Satellite Point

f q

T

s s

s

s

s
s

Equator

View Window

Figure E.2: Satellite Co ordinate system Geometry

x

s

= T

s

sin( �

s

) cos ( �

s

) (E.7)

y

s

= T

s

sin( �

s

) sin( �

s

) (E.8)

z

s

= T

s

cos ( �

s

) (E.9)

E.3 P ersp ectiv e Pro jection View of the Earth

There are a v ariety of w a ys of viewing a circular earth on a t w o dimensional surface.

The metho d that w as c hosen for this thesis w as the p ersp ective pro jection. The earth
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is seen in p ersp ective as view ed from a sp eci�c lo cation in space. This metho d w as

implemented using matlab's three dimensional graphics capabilities. The viewing

windo w is represen ted b y the dotted b o x in �gure E.2.

E.4 Co ordinate T ransform

In order to transform co ordinates among the di�eren t reference system, the following

v ectors w ere de�ned. A graphical represen tation of the system is depicted in �gure

E.3.

xs

ys

s

r

t

x

zs

z

y

e

e

e

Figure E.3: Satellite Co ordinate system Geometry
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~ r = r

1

~

i + r
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~

j + r

3

~

k (E.10)

~ s = s

1

~

i + s

2

~

j + s

3

~

k (E.11)

~

t = t

1

~

i + t

2

~

j + t

3

~

k (E.12)

Here

~

i ,

~

j , and

~

k are the unit vectors of the earth co ordinate system. ~ r originates

from the cen ter of the earth system and p oin ts tow ards the center of the lo cal system.

~ s p oin ts in the direction of the p ositive z-axis.

~

t lies on the x-z plane.

The unit v ectors in the lo cal system ma y b e de�ned as follows:

~

l = a

1

~

i + a

2

~

j + a

3

~

k (E.13)

~m = a

4

~

i + a

5

~

j + a

6

~

k (E.14)

~ n = a

7

~

i + a

8

~

j + a

9

~

k (E.15)

The elements a

�

form the transformation matrix A . These elements ma y b e

calculated using the following form ulas [8]

a

1

= [( s

3

t

1

� s

1

t

3

) s

3

� ( s

1

t

2
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(E.16)
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(E.17)

a
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(E.19)

a
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(E.20)
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(E.21)

a
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= s
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(E.22)

a

8

= s

2

= M

3

(E.23)

a

9

= s

3
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3

(E.24)
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The scalar v ectors M

i

are computed from the vectors ~ s and

~

t as follows:

M

1

= ~ s �

~

t � ~ s (E.25)

M

2

= ~ s �

~

t (E.26)

M

3

= ~ s (E.27)

The transformation from the satellite system ( x

s

; y

s

; z

s

) to the earth centered

system ( x

e

; y

e

; z

e

) is calculated b y:

8

>

>

>

>

>

<

>

>

>

>

>

:

x

e

y

e

z

e

9

>

>

>

>

>

=

>

>

>

>

>

;

=

2

6

6

6

6

6

4

a

1

a

4

a

7

a

2

a

5

a

8

a

3

a

6

a

9

3

7

7

7

7

7

5

8

>

>

>

>

>

<

>

>

>

>

>

:

x

s

y

s

z

s

9

>

>

>

>

>

=

>

>

>

>

>

;

+

8

>

>

>

>

>

<

>

>

>

>

>

:

r

1

r

2

r

3

9

>

>

>

>

>

=

>

>

>

>

>

;

(E.28)

The transformation from the earth centered system ( x

e

; y

e

; z

e

) to the satellite

cen tered system ( x

s

; y

s

; z

s

) is found as follows:
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(E.29)

E.5 Lo cal Co ordinate System

The lo cal co ordinate system is primarily used in calculation of the azimuth and el-

ev ation angle of the satellite with resp ect to the target lo cation on the earth. This

information is needed for the link budget calculation.

The lo cal co ordinate system has its origin at an arbitrary lo cation in space. T yp-

ically this is a p osition on the earths surface corresp onding to a target p osition of

the main b eam. The z-axis p oin ts p erp endicular to the earth's surface, the x-axis

p oin ts tow ards the north p ole, and the y-axis corresp onds to the orientation for a
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Figure E.4: Lo cal Co ordinate system Geometry
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righ t handed co ordinate system. A geometric represen tation of the Lo cal co ordinate

system is represen ted in �gure E.4. Here the subscript "L" denotes the lo cal system.

The azim uth angle is denoted �

es

, and ma y b e found using:

�

es

= � tan

� 1

( y

s

=x

s

) (E.30)

The elev ation angle is denoted �

es

, and ma y b e found using:

�

es

= sin

� 1

[

z

s

q

( x

2

s

+ y

2

s

+ z

2

s

] (E.31)

The satellite system ( x

s

; y

s

; z

s

) ma y b e represen ted with resp ect to the lo cal system

( x

L

; y

L

; z

L

) as follo ws:

x

L

= ( R

e

+ S

es

) cos ( �

e

) cos ( �

e

) (E.32)

y

L

= ( R

e

+ S
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) cos ( �

e

) sin ( �

e

) (E.33)

z

L

= ( R

e

+ S

es

) sin( �

e

) (E.34)

Where R denotes the radius of the earth and S denotes the heigh t ab o ve the

earth's surface of the satellite.

F or the sp ecial case where a p oin t lies on the earth's surface, the vectors ~ s ,

~

t and

~ r tak e on the follo wing v alues:

r

1

= s

1

= x

e

r

2

= s

2

= y

e

r

3

= s

3

= z

e

t

1

= 0

t

2

= 0

t

3

= 1

E.6 Satellite / Earth Geometry

The geometric relationship of a satellite p ositioned at the same latitude as the equa-

tor with resp ect to a p oin t on the earth is depicted in Figure E.5.
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The target p osition of a b eam on the earth ma y b e represen ted b y the v ariables

( T

es

; �

s

; �

s

) which are sho wn in the �gure E.5.
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e
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) �
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) (E.35)
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) (E.36)
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App endix F

Calculation of Satellite F eed Co ordinates

The follo wing metho d w as dev elop ed to �nd the co ordinates of the satellite feed

p ositions which corresp ond to di�eren t target lo cations on the earth. Figure F.1

sho ws the ph ysical mo deling of the problem. The satellite must b e p ositioned at

0 degrees latitude to maintain a geostationary orbit. The longitude p osition of the

satellite is stationed in the center of the coverage area.

y
a

y
s

x
a

x
s

z
a

z
s

target 

t

reference 
satellite point

satellite point

sub-satellite point

equator

a

Figure F.1: Earth-Satellite T arget Geometry

The an tenna is aimed at a p oin t on the earth which is ideally in the center of the

co v erage area. This p oin t on the earth corresp onds to the on fo cus feed p osition, and

is de�ned as the reference target lo cation or reference b eam. This b eam lies parallel

to the z axis of the antenna co ordinate system which is used to calculate the feed

lo cations for the other target b eams.

All co ordinates are transformed into the satellite antenna reference system. The

236



ya ys

za

xa

xs

zs

sat

xr

xazr

ya

yr

za

Feed Plane

Reflector Surface

t

Feed Plane

Satellite 
Coordinates

Antenna
Coordinates

Parent Reflectorr Surface

Offset Reflector Surface

On Focus Beam

rq

W

a

a

a

Figure F.2: An tenna F eedplane Geometry , Y-Plane

237



angle �

sa

sp eci�es the angle the antenna axis makes with the satellite system in the xz

plane. There is no o�set angle in the zy plane b ecause the satellite and the antenna

are lo cated directly ab o ve the target on the earth in the longitudinal co ordinate. See

F.2 for a detail of the geometry . The incoming angle of a target b eam is broken up

in to t w o comp onen ts, the xz comp onen t and the yz comp onen t.

The reected angle in the yz comp onen t can b e found using simple angle of inci-

dence equals the angle of reection principle. This angle is sp eci�ed b y �

r

All feeds

are assumed to b e aimed tow ards the geometric center of the o�set parab ola.

xa

ya za

Feed Plane

Centered Beam

Offset Beam
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for Offset Beam

a

Wg
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x

z

ar
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Figure F.3: An tenna F eed Plane Geometry , XZ-Plane

The reected angle in the xz plane is depicted in �gure F.3 This angle can b e

calculated as follo ws:

� 


a

is calculated for the system b y dividing the kno wn angle �

a

b y t w o. �

a

w as
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found in the calculation of the reector geometry .




a

= � �

a

= 2 (F.1)

The reected angle is therefore the negative of the incident angle and the line

parallel to z

a

. Here the subscript ta refers to the target's Cartesian co ordinates

in the an tenna reference system.



r

= � (tan

� 1

( x

ta

=z

ta

) + 2


a

) � B D F (F.2)

� The co ordinates of the reector center is calculated with resp ect to the antenna

co ordinate p osition. Since the satellite is p ositioned ab o ve the reference b eam

lo cation in longitude, the co ordinates ma y b e found using:

x

r a

= l en sin ( �

a

) (F.3)

y

r a

= 0 (F.4)

z

r a

= l en cos( � � �

a

) (F.5)

~

V

r

= ( x

r a

; y

r a

; z

r a

) (F.6)

� The normal of the feed plane is found with resp ect to the antenna co ordinate

system as follows:

x

nf

= sin( �

a

) (F.7)

y

nf

= 0 (F.8)

z

nf

= cos ( � � �

a

) (F.9)

~

N

f

= ( x

nf

; y

nf

; z

nf

) (F.10)

� A direction vector for each target lo cation from the o�set reector's center to

the feed plane is calculated. The constan t M

d

is the magnitude of the direction

v ector, and is used to normalize the cartesian co ordinates.

x

da

= sin( 

r

) (F.11)
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(F.15)

� A parametric metho d is used to calculate the intersection of each direction

v ector with the feed plane. [4]
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f

(F.16)

� The parameter t

f eed

is used to calculate the length of the direction vector nec-

essary for the intersection with the feed plane.

x

f

= x

r a

+ x

da

t (F.17)

y

f

= y

r a

+ y

da

t (F.18)

z

f

= z

r a

+ z

da

t (F.19)

~

V

f

= ( x

f

; y

f

; z

f

) (F.20)

xf

yf ya

xa

za

yf

xf

eGfeed feed

Figure F.4: Geometry of Polar Co ordinate T ransform

The z

f

comp onen t for the intersection alwa ys resulted in a zero v alue.

� The p oin ts of intersection are transformed into p olar co ordinates on the feed

plane. The geometry of this transform is depicted in �gure F.4.
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